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Abstract

Decision-making is a flexible process dependent on the accumulation of various kinds of information; however, the corresponding neural mech-
anisms are far from clear. We extended a layered model of the frontal eye field to a learning-based model, using computational simulations to
explain the cognitive process of choice tasks. The core of this extended model has three aspects: direction-preferred populations that cluster
together the neurons with the same orientation preference,rule modules that control different rule-dependent activities, and reward-based synaptic
plasticity that modulates connections to flexibly change the decision according to task demands. After repeated attempts in a number of trials, the
network successfully simulated three decision choice tasks: an anti-saccade task, a no-go task, and an associative task. We found that synaptic
plasticity can modulate the competition of choices by suppressing erroneous choices while enhancing the correct (rewarding) choice. In addition,
the trained model captured some properties exhibited in animal and human experiments, such as the latency of the reaction time distribution of
anti-saccades, the stop signal mechanism for canceling a reflexive saccade, and the variation of latency to half-max selectivity. Furthermore, the
trained model was capable of reproducing the re-learning procedures when switching tasks and reversing the cue-saccade association.
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1. Introduction

Decision-making in the presence of multiple choices re-
quires more than sensory signaling and motor response. In-
formation accumulation and processing are also necessary for
decision-making (Salinas, 2004; Savine and Braver, 2010; Noorani,
2014). Decision-making is a flexible process of integratingvar-
ious forms of information, such as past experience and learning
rules (Drugowitsch et al., 2012; Cutsuridis et al., 2014; Pleger
et al., 2006; Chaumon et al., 2014; Kan et al., 2012). In an anti-
saccade testing paradigm, which is an important tool for esti-
mating frontal lobe dysfunction, trial-by-trial trainingcan alter
the visuomotor mapping of macaques and make them saccade
to the opposite side against the reflexive response (Munoz and
Everling, 2004). Based on this kind of flexibility, humans and
other animals are capable of responding to a specific stimulus
in different ways (Drea and Wallen, 1999; Platt and Glimcher,
1999).

The visuomotor choice tasks, such as the anti-saccade task
and no-go task, have been widely used to investigate the cogni-
tive process of decision-making, because a saccadic eye move-
ment can readily represent the behavioral outcome (SchlagRey
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et al., 1997; Hutton, 2008; Leathers and Olson, 2012). These
experiments study the process of accumulating experience and
integrating information. The goal of these tasks is to perfor-
m planned eye movements in response to learned stimuli, and
the decision is signaled to be correct by reward. At the end of
a trial, rewards can be given based on the performance of this
sensory-triggered activity, instructing animals to learnthe “cor-
rect” visuomotor mappings and suppress the “erroneous” choic-
es (Munoz and Everling, 2004; Baldassarre et al., 2013; Blank
et al., 2013). In other words, the brain will re-establish the
link between the ongoing sensory signals and behavioral result-
s, under the guidance of rewards (Brown et al., 2004; Luhmann
et al., 2008). Some experimental findings have emphasized the
role of synaptic plasticity in the functional neural circuits in the
frontal eye fields (FEF), which play a key role in oculomotor
control of saccadic eye movements and visual attention. For
example, Chen and Wise (1995b) observed learning-dependent
and learning-selective activities in FEF. Bichot et al. (1996) dis-
covered a type of experience-dependent plasticity that mediat-
ed the learning of arbitrary stimulus-action associations. Re-
cent results present more evidence that learning in oculomo-
tor behaviors involves FEF (Lee and Keller, 2008; Tseng et al.,
2013; Lewis et al., 2009). All these findings provide supportfor
synaptic plasticity in FEF.
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In this study, we extended the layered FEF model intro-
duced by Heinzle et al. (2007) into a learning-based model,
shedding more light on the cognitive process of choice tasks.
The modification of the model includes four aspects: (1) The
recognition module and layer 6 were removed and the model
could initially only cause a reflexive saccade (pro-saccade). (2)
Two rule modules were added to the fixation input layer. These
modules not only reserved the function of fixation neurons, but
could also transform the color signal from V4 into rule-based
control. Meanwhile, two functional units were divided out of
layer 2/3 to represent the rule-dependent neurons that are con-
trolled by the rule modules. Interestingly, the rule-preferred
activity has been observed in FEF and other parts of the frontal
cortex (Hoshi et al., 1998; White and Wise, 1999; Ferrera et al.,
1999; Asaad et al., 2000; Everling and Munoz, 2000; Hasegawa
et al., 2004; Everling and DeSouza, 2005; Johnston and Ev-
erling, 2006; Johnston et al., 2007). In the work of Johnston
et al. (2009), a mechanism based on two functional popula-
tions has been proposed to account for task selectivity in the
prefrontal cortex. All these evidence support the rule module
in our model. (3) The populations had direction preference,
i.e. different populations in a layer preferred specific directions.
Orientation selectivity in FEF has been extensively researched
(Douglas et al., 1991; Li and Creutzfeldt, 1984; Schiller etal.,
1976; Ringach et al., 2002; Nowak et al., 2008; Hansel and
van Vreeswijk, 2012; Hubel and Wiesel, 1959). Additional-
ly, an increasing number of models have applied this proper-
ty to distinct functional modules to simulate various physio-
logical experiments (Engel and Wang, 2011; Ardid and Wang,
2013; Shushruth et al., 2012; Wu and Guo, 2011; Zirnsak et al.,
2011). (4) We assumed that the connections from layer 4 to lay-
er 2/3 were plastic, employing reward-based Hebbian learning
(Pfeiffer et al., 2010; Engel and Wang, 2011; Ardid and Wang,
2013). In the present model, the connection between E4 and
I23 which did not exist in the original model was considered to
be weakly linked and plastic. These plastic synapses simulated
the varying inputs to the neuronal population that was involved
in the accumulation of sensory information, allowing decision-
making to be guided by the associated values of the choices
(Gottlieb et al., 2014; Gold and Shadlen, 2002, 2003; Law and
Gold, 2009; Connolly et al., 2009).

In order to gain insight into the effect of the plasticity on
controlling the oculomotor behaviors in FEF, we trained the
extended model to simulate three different choice tasks: an
anti-saccade task, a no-go task, and an associative task. The
simulation results successfully accounted for the learning pro-
cesses, and quantitatively exhibited the cognitive procedure of
decision-making. They also could explain the relearning pro-
cesses when tasks switched without an explicit cue. The extend-
ed model generalizes the learning mechanism to the saccade
control in FEF so that it can choose or switch between multi-
ple sensory-motor maps, suggesting that the plasticity plays an
important role in flexibly controlling the saccade movements.

2. Method

2.1. Network architecture

The architecture of the learning-based FEF model is illus-
trated in Fig. 1A. This extended model consists of interacting
layers contributing to different functions: sensory processing
in layer 4 (L4), attention allocating in layer 2/3 (L23), fixa-
tion input layer (FIX) and motor output in layer 5 (L5). L4
neurons process orientation-preferred visual input from early
visual areas. L23 serves as an attention allocator as it trans-
forms the sensory signal from L4 into the attention signal at
a direction-preferred position. The activities of L23 neuron-
s are similar to those of visuomotor neurons in FEF classified
by Bruce and Goldberg (1985). Visuomotor neurons discharge
both in response to visual signals and after the visual target-
s disappear. The response of visuomotor neurons can persist
until the monkey makes a saccadic eye movement. Based on
the winner-take-all competition and strong recurrent excitation,
L23 neurons are able to reproduce these activities of visuomo-
tor neurons. Strong synaptic weights from the excitatory pool
in L5B to the inhibitory pool in L23 are required to suppress the
L23 neurons when a saccade is made in the present model. L23
is divided into two task-relevant units L23L and L23R which
are controlled by the rule neurons in FIX. In addition, we use
two populations to simulate the rule neurons which transform
the green and red color information from V4 into a rule signal
in FIX (Fig. 1C). The third population in FIX only processes
fixation input without color information. For the sake of sim-
plicity, we have designed the network so that E23L and E23R
are inhibited by the red and green rule neurons through connect-
ing FIX to I23L and I23R, respectively. L5 is comprised of two
types of neurons: ramping motor neurons (L5R) and burst mo-
tor neurons (L5B), which integrate attention signals and signal
the motor output, respectively. The ramping activities of L5R
are inhibited by FIX. Except FIX, each layer has 13 retinotopic
positions which have their own preferred direction (Fig. 1B). It
is noteworthy that a retinotopic position consists of a differen-
t number of neurons in different layers. In L4 and L23, each
position contains 100 excitatory neurons and 25 inhibitoryneu-
rons, while L5 is composed of 40 excitatory and 25 inhibitory
neurons. FIX has 100 neurons in each of the three excitatory
populations, and 75 inhibitory neurons.

2.2. Neuronal dynamics

Each neuron is modeled as an integrate-and-firemodel which
is described by

τm
dV
dt
= −V − gexc(V − Ve) − ginh(V − Vi) + Iext (1)

whereV represents the membrane potential,τm is the mem-
brane time constant,τm = 20 ms in excitatory neurons and
τm = 12 ms in inhibitory neurons, andVe = 74 mV, Vi = −10
mV denote the excitatory and inhibitory reversal potentials. The
conductancegexc and ginh consist of three distinct partsge,i,
gnoise andgplastic which represent synaptic conductance, noise
input and the plastic synapse. The spiking threshold is 20 mV,
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Figure 1. Network architecture of the learning-based model. (A) The network structure has four layers that simulate different cognitive processes: sensory processing
(L4), attention allocation (L23), fixation input (FIX), andmotor output (L5R and L5B). Each layer has an excitatory pooland an inhibitory pool. (B) A functional
pool consists of 13 retinotopic positions. Except the foveaposition, each retinotopic position prefers a distinct orientation. Each retinotopic position denotes a
population of neurons. (C) FIX has three excitatory populations (EFIX) and one inhibitory population (IFIX). Two of theexcitatory populations encode the green
and red color fixation input while the other only processes fixation input without color information.

and reset value is 10 mV. The absolute refractory period of ex-
citatory and inhibitory neurons are 1.8 ms and 1.2 ms, respec-
tively. First, the synaptic conductance is given by

gk→ j
e,i =

∑

l

gk js
k→ j
e,i

τe,i
dse,i

dt
= −se,i

(2)

wherese,i is the activation variable andτe,i is the time constan-
t of excitatory and inhibitory synapses. Different connections
are given different time constants:τe,i = 50 ms in the connec-
tion E5R→E5R,τe,i = 10 ms in the connections E23L→E23L,
E23R→E23R, I5B→E5R, andτe,i = 5 ms in the other con-
nections. gk j denotes the direction preference factor between
neurons with preferred directionsθk andθ j (Ardid et al., 2007).
This factor is determined by a Gaussian function:

gk j(θk − θ j) = gae
(

−
(θk−θ j )

2

2σ2

)

(3)

whereσ = 18◦, ga = 1.0. As an exception,ga between E4 and
I23 is 0.01, denoting the weak link. It is noted that the fovea
is considered to be next to other retinotopic positions, andgk j

between them isgk j(30◦).

Second, the noise input mimics the noisy background inputs
within the brain (Destexhe et al., 2001; Salinas, 2003; Moreno-
Bote and Parga, 2004, 2010) and obeys:

τnoise
dgnoise

dt
= −(gnoise− µ) +

√

µwe,i

τnoise
χ(t) (4)

whereχ(t) is a random variable that follows a Gaussian distri-
bution with mean 0 and standard deviation of 1.µ is the mean
external input. The time constantτnoise= 3 ms and the external
weights arewe = 0.02 andwi = 0.06.

Third, the synapses from L4 to L23 are plastic. The plastic
connection can be either depressing or potentiating. For sim-
plicity, the plastic synapses project to the connections from E4
to E23L (E23R) and from E4 to I23L (I23R) refer to left (right)
excitatory modulation and left (right) inhibitory modulation, re-
spectively. They are described by (Pfeiffer et al., 2010; Engel
and Wang, 2011; Ardid and Wang, 2013):

gk
plastic = gp

∑

j

ck j (5)

wheregp = 1.0 , ck j gives the strength of the plastic input.
At the end of a training trial, the presynaptic and postsynaptic
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activities determine all plastic synapses to be depressed or po-
tentiated. Then, synapses will update according to a Hebbian
reward-dependent learning rule. In this process, the transition
to potentiation state is given byc → c + q · Q(Smax)(1 − c) ,
while depression is governed byc→ c− q · Q(Smax)c. Learn-
ing rate withq = 0.03 in excitatory-based plastic synapses and
q = 0.01 in inhibitory-based plastic synapses. The plasticity
rate Q(Smax) gradually depends on the maximum presynaptic
firing rateSmax:

Q(Smax) =

(

1+ e
(S0−Smax)
τq

)−1

(6)

whereSmax = max(S(t)) denotes the maximum population fir-
ing rate of the presynaptic population, and the population firing
rateS(t) is described below.S0 = 60 Hz andτq = 5 Hz, which
give the activity threshold and slope constant, respectively. The
stimulus to L4 is also set to be direction-preferred which obeys:

Iext(θ) = IMe
(

−
(θ−θp)2

2(σs)2

)

(7)

whereIM = 0.056 nA,σs = 15◦ andθp represents the preferred
orientation. The fixation input is 0.8 nA.

2.3. Task simulation and analysis

Using Hebbian reward-dependent learning, we simulated
the cognitive processes of three choice tasks: no-go task, anti-
saccade task and associative task. First, in the no-go task,a
fixation cue is presented for 100 ms and then a visual target
is shown. This visual target randomly appears in different po-
sitions in different trials. At 300 ms, the fixation input with-
out color information, which serves as the stop signal, appears.
The network needs to suppress the erroneous saccade and keep
“fixating” in the fovea position for 700 ms. If a saccade move-
ment produces between 300 ms and 1000 ms, the trial is count-
ed as failed (erroneous no-go trial). A total of 150 trials are
performed for each direction in this task. Second, in the anti-
saccade task, a visual target appears after “fixating” on thefovea
for 100 ms. This target remains until a saccade occurs. A cor-
rect trial requires making a saccade to the opposite side of the
visual target. In this task, we train the model in 120 consecutive
trials. Note that 20 pre-training trials were processed before the
formal training by presenting another stimulus 600 ms afterand
at the mirror location of the visual target, providing post-trial
information about the correct location for the anti-saccade (Ev-
erling et al., 1999). In addition, we also simulate task switching
with the model. The network performs alternating blocks of
pro-saccade tasks and anti-saccade tasks. In one block, only
one decision is correct. Without color fixation input, the model
has to generate a pro-saccade or an anti-saccade, instructed only
by reward. After 30 correct trials, the task switches without any
explicit instruction. In this test, 60 blocks are performed. Third,
the associative task asks the network to associate the cue stim-
ulus, either left or right, based on the color of fixation input.
The paradigm of the task is similar to that used in the works
of Asaad et al. (1998) and Pasupathy and Miller (2005). The
fixation spot is first shown and lasts for 1600 ms. During this

period, a cue stimulus in a direction appears at 100 ms. This cue
lasts for 500 ms. After a delay period of 1000 ms, two target
stimuli are given on the left side (180◦) and the right side (0◦).
We divide the direction into two categories: (60◦, 90◦, 120◦,
150◦, 180◦, 210◦) for category 1 and (0◦, 30◦, 240◦, 270◦, 300◦,
330◦) for category 2 (Freedman and Assad, 2006). When the
green fixation cue is presented, the cue stimulus from category
1 or category 2 is linked to a leftward response or rightward re-
sponse, respectively. When the red fixation is displayed, these
pairings are reversed. A total of 120 trials for each cue stim-
ulus and each fixation input are performed in this task. The
total number of trials is 2400. Moreover, task switching is also
performed in the trained model, similar to the task switching
in anti-saccade task. In this case, the cue stimulus is paired
to either the left side or the right side. Once the task switches
after 30 correct trials, the cue-saccade pairing reversal occurs
without an explicit instruction.

The performance of the tasks is estimated by firing rate in
two forms: population firing rate and neural firing rate. Popu-
lation firing rate is calculated by counting the number of spikes
within a population in 1 ms time bins and smoothed byS(t):

S(t) =

(

1− e(− t
τrise

))e
(− t
τdecay

)

∫ ∞

0

(

1− e(− t′
τrise

))e
(− t′
τdecay

)
dt′

(8)

whereτrise = 1ms , τdecay = 10ms . The neural firing rate is
determined by the membrane potential of a single neuron:

r(V) =

(

1+ e
(γ−V)
β

)−1

(9)

whereβ = 2.0 , γ = 16.5 , which denote the slope constant and
threshold, respectively.

In addition, based on the different characteristics of three
tasks, three corresponding modulation rate are designed tore-
veal the average modulation effect of two plastic synapsesMe

andMi :

Me,i =
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plastic(k j)+ge,i

syn(k j)∑

k
(ge,i

plastic(k)+ge,i
syn(k))

〉

(10)

The equations, from top to bottom, are applied in the anti-
saccade task, no-go task, and associative task, respectively. k
and j represent the beginning retinotopic positions and the tar-
get retinotopic positions of a synapse, respectively. The cal-
culation 〈a〉 denotes the trial average ofa for each task, re-
peated 5 times. The modulation ratio is designed to estimate
the change of synapse weight and avoid the situation that some
synapse weights are close to zero. The modulation ratio of the
anti-saccade task denotes the ratio of the sum of all the synapse
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weights targeted to the neuronk to the sum of all synapse weight-
s. The modulation ratio of the no-go task is the proportion ofthe
sum of the synapse weights targeted to the neuronk to the sum
of all excitatory- and inhibitory-based synapse weights. For the
associative task, it is the ratios of synaptic weight to the sum of
synaptic weights targeted to thek neuron.

Using Euler method with time steps of 0.1 ms, the simu-
lations were run in MATLAB (MathWorks, Natick, MA). The
results did not change significantly when testing with a shorter
time step of 0.01 ms.

3. Results

3.1. Pro-saccade with no orientation preference

Before training in tasks, the network was tuned to a state
that had two properties: (1) makes a reflexive saccade to the vi-
sual target, and (2) has no preference for any visual signal.All
choice tasks in this study were based on this initial state. Fig. 2
showed two examples of this state. In the first instance, the
network first “fixated” on the fovea at 400 ms, and then target
1 was shown in the 90◦ direction (Fig. 2A). Once it has made
a saccade decision, target 1 input was turned off and the fixa-
tion signal displayed 100 ms. The next target then revealed in
the 270◦ direction. After a similar decision process of the first
target, a 150◦ preferred input was applied to the network, and
the network would saccade to the corresponding visual target.
In E4, persistent activity was triggered by direction-preferred
sensory stimuli, processing the spatial visual signals. These
persistent visual signals induced a gradual increase in thefir-
ing rate of corresponding retinotopic positions. Once the firing
rate of a population in E5B reached a threshold, the network
would determine to saccade to the corresponding visual target.
At the same time, this population inhibited the activities of oth-
er retinotopic positions for a short time, depressing the other
saccade choices. As a result, these three direction-preferred in-
puts all gave rise to the corresponding reflexive saccade.

The choice tasks also required that the network did not pre-
fer saccading to one specific target when multiple direction-
preferred stimuli were presented simultaneously. The second
example illustrates the response of the network as the visual
target appears in 0◦, 90◦, 180◦ and 270◦ directions at the same
time (Fig. 2B). It could be observed that the decision of sac-
cade was likely to locate at an arbitrary visual target in these
four directions. None of these choices was attractive enough
to maintain the attention of the network. It should be noted
that the non-stimulation population activities were more sup-
pressed when multiple targets were presented, as compared to
only one target presented. This was due to L4 in the original
model being endowed with winner-take-all competition, mak-
ing it unable to deal with multiple sensory signals from differ-
ent directions. This issue was resolved in the present modelby
weakening the winner-take-all competition in L4 so that thes-
ingle sensory processing in the present model was analogousto
the original model, while allowing sequential winner-changing
dynamics behavior with multiple sensory signals.
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Figure 2. Two examples of the network dynamics over time and retinotopic
positions in a pro-saccade task before learning. Colors represent the neuronal
firing rate. (A) A pro-saccade test proves that the network can make a reflexive
saccade. (B) A test proves that network with no preference for specific direc-
tion.

3.2. Anti-saccade task

In the anti-saccade task, the network was trained to saccade
to the opposite side of the given cue stimulus. We chose the 90◦

retinotopic position and its opposite side 270◦ position as an
example of the task. Fig. 3 illustrates the anti-saccade-relevant
activities when the network was training. Two graphs plotted
variations of the population firing rate in 90◦ and 270◦ retino-
topic populations, respectively (Fig. 3B). In early trials, the 90◦

preferred population exhibited overwhelming activity, indicat-
ing that the network mainly produced a saccadic movement to
the target at 90◦. Subsequently, as the network “learned”, the
firing rate of the 90◦ retinotopic population declined to a rel-
atively low level. In contrast, the 270◦ preferred population
showed much stronger responses at the end of training. To bet-
ter capture the characteristics of the process of information ac-
cumulation, we computed the saccade percent probability (SPP)
of pro-saccade and anti-saccade in a sliding bin with a widthof
30 trials, which moved forward by one step in each trial. SPP
was defined as the ratio of the number of correct trials to the
total number of trials in a bin. The results in Fig. 3B provide
an intuitive illustration of the competition between pro-saccade
and anti-saccade. Because the pre-training suppressed theac-
tivity of pro-saccade, the SPP of pro-saccade in the early bins
was around 80% rather than 100%. Although the pro-saccade
was the primary decision before approximately the 45th bin,the
pro-saccade SPP progressively decreased. In contrast, thenum-
ber of anti-saccade was enhanced after learning over successive
trials. After the 45th bin, the anti-saccade decision dominated
and its SPP increased more rapidly. At the end of the task, the
network made the anti-saccade decision in more than 90% tri-
als of a bin, indicating it has “learned” the anti-saccade perfor-
mance. In this process, a natural question arose: How do plastic
synapses modulate the network to perform a specific behavior?
To quantitatively answer this question, the modulation ratio was
designed and calculated (Fig. 3C). It could be observed thatthe
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CB

A

Figure 3. Training process of anti-saccade task. (A) The response of E5R in
90◦ (top panel) and 270◦ (bottom panel) preferred population. Colors refer
to the population firing rate of E5R. (B) The saccade percent probability of
pro-saccade and anti-saccade as a function of bins in training. (C) The modula-
tion ratios of different direction-preferred populations projected by two plastic
synapses after training. Here, these two plastic synapses are between L4 and
L23R, which are relevant to anti-saccade.

erroneous targets such as 60◦, 90◦ and 120◦ exhibited a relative-
ly higher inhibitory modulation ratio than the correct choice.
By contrast, the excitatory modulation ratios did not produce
such a dramatic change. The excitatory modulation ratio of the
correct target (270◦) was 3.94% higher than the other choices
on average. The mechanisms of suppressing erroneous choices
and enhancing correct choices by synaptic plasticity accounted
for the change in choice behavior.

Fig. 4A illustrates the firing rate time course of the 90◦ and
270◦ preferred populations in the trained network. The red fix-
ation input induced tonic activity in FIX. After stimulus on-
set, the fixation response gradually ramped down, while E4 re-
sponded to the visual target. Then E23R was activated by the
ongoing sensory signal, indicating that the anti-saccade related
attention began to allocate. At the beginning, activity of the 90◦

preferred population and 270◦ preferred population increased
simultaneously [Fig. 3 in Everling and Munoz (2000); ]. Sub-
sequently, the 270◦ preferred population won the competition
so that the network allocated attention to the visual targetin
this direction. Once the ramping activity of E5R, which was
induced by the attention signal, reached a threshold, neurons
in E5B rapidly released a motor signal, driving the network to
make a saccadic movement to the 270◦ target [Fig. 2 in Schall
et al. (2000); Fig. 5 in Hanes et al. (1998), Fig. 4 in Everling
et al. (1999)].

To see whether the trained model can reproduce the laten-
cy of anti-saccades in psychophysical experiments, the same
pro-saccade task and anti-saccade task were simulated 2000
times, respectively. In total, 93.4%±0.78% accuracy was found
in the anti-saccade task, while accuracy was 99.55%±0.92%
in the pro-saccade task. Fig. 4B illustrates the reaction time

(RT) distribution of these simulations, with RT defined by the
time difference between target onset and saccadic movement. It
was observed that the RTs of anti-saccade task had higher la-
tency compared to the pro-saccade task. The average RTs in
pro-saccade and anti-saccade tasks were 210.15±2.16 ms and
266.01±3.33 ms, respectively. Thus, the average latency of the
anti-saccade was evaluated as about 55.86 ms. Similar RT dis-
tributions were found in primate experiments (Everling et al.,
1998, 1999; Bell et al., 2000; Sander et al., 2010). Accord-
ing to their published data, the time delay of anti-saccadeshad
a range of 13 ms to 77 ms, which is compatible with our re-
sults. We also analyzed the distribution of RTs for erroneous
responses. The RT distribution of erroneous decisions in the
anti-saccade task was closer to RTs of the correct pro-saccade,
with mean RT of 215.61±1.79 ms. A majority of erroneous
responses were pro-saccades, so the corresponding distribution
mirrored the distribution of correct pro-saccades. Similar re-
sults can also be seen in the work of Everling et al. (1998).
In this work, however, erroneous pro-saccade had shorter RTs
than correct pro-saccade, which was opposite that of the result-
s in Fig. 4B. The average RT for erroneous pro-saccade was
236.68±31.80 ms. The relative large standard error might ac-
count for this contradiction. The number of error pro-saccades
was not large enough to reflect the whole RT distribution, which

B

A

Figure 4. (A) The neural activities of the trained-model in the anti-saccade task.
Responses of 90◦ and 270◦ preferred population in different layers are shown.
(B) Reaction time distribution of pro-saccade and anti-saccade for correct trials
and erroneous trials.
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A

Figure 5. The performance in task switch test between pro-saccade and anti-
saccade. (A) and (B) are the changes of correct trial percentage from anti-
saccade to pro-saccade and from pro-saccade to anti-saccade, respectively. (C)
and (D) are the variations of the excitatory- and inhibitory-based plastic synapse
weight in two blocks. These synapses connect the 90◦ preferred population in
E4 to the same side (blue) and the mirror side (red) in E23 or I23. The Dashed
line denotes the onset of task switch.

produced a large standard error.
We further performed task switching between pro- and anti-

saccade tasks without an explicit instruction. First, we needed
to define a new reward rule for trials that occurred just after
task switch but have not received the first reward in a block.
Here, we let the learning rate,q = 0.08 in both the excitatory-
and inhibitory-based plastic synapses for these trials. This rel-
atively high learning rate caused the erroneous behavior tobe
rapidly inhibited until the network knew which choice would
be rewarded. The other reward rules followed the training of
the anti-saccade task. Fig. 5 illustrates the average performance
over successive trials, before and after the task switch. Itshould
be noted that the last trial before the switch was always 100%
correct, as the protocol required that the task only switched
once 30 correct trials were performed in a block. Trial zero was
the first trial after the task switch. In both tasks, the percentage
of correct trials abruptly dropped to 0% because the saccade
target in the previous block was still considered to be correc-
t. Their performance then increased to approximately 40% in
the pro-saccade task and approximately 50% in the anti-saccade
task [Fig. 2 in Everling and DeSouza (2005); Fig. 1 in Johnston
et al. (2007)]. This was caused by the rapid increase of the in-
hibitory effect and the dramatic decrease in the excitatory effect
to the now incorrect target (Fig. 5C and Fig. 5D). Within 4-
5 trials, the proportion of correct trials reached approximately
80% and then stayed at this level, indicating that the model has
relearned the tasks in both switching tasks.

3.3. No-go task

The network performance in the training process of a no-
go task is shown in Fig. 6. A sliding bin with a width of 30
trials and shifted by 1 trial was used to analyze the variation
of SPP. A strong firing rate in the 90◦ preferred population was
observed to be mainly concentrated on the early bins (Fig. 6A).
As the number of trials increased, the average activities were
gradually inhibited. Such inhibition was also demonstrated by
the decline of SPP. At the beginning of the task, the SPP of
90◦ preferred population was distributed at approximately 90%.
When training was around the last bin, inhibition dominated
the network behavior, inducing the corresponding SPP to be
close to 0%. Based on the modulation ratios, the formation
of inhibitory dominance depended on the potentiation of the
plastic synapses onto the inhibitory neurons (Fig. 6B).

Next, we compared the activities in the go (pro-saccade) tri-
al, correct no-go trial and erroneous no-go trial, and triedto ex-
plain how the stop signal canceled a reflexive saccade (Fig. 7).
In these trials, the fixation inputs with no color information act-
ed as the stop signals, and the visual stimulus would disappear
once the network produced a saccadic signal in E5B. During
fixation period, tonic activities could be observed in fixation
neurons. However, they gradually ramped down after the on-
set of the visual signal. Before stop signal onset, the on-going
visual signal induced the pro-saccade-related attention for the

A

B

Figure 6. (A) The population firing rate in E5R (left) and saccade percent prob-
ability (right) of 90◦ direction-preferred retinotopic positions in the no-go task.
Colors indicate the population firing rate of E5R. (B) Comparison of the mod-
ulation ratios of the trained model (red and blue) and untrained model (orange
and green). Here these two plastic synapses are between L4 and L23R, which
are relevant to the no-go task.
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Figure 7. The comparison of the performance of the trained model in three trials: the go trial (A), correct no-go trial (B)and erroneous no-go trial (C). The black
dashed line represents the onset time of the stop signal. Theorange dotted line is the threshold of E5R. Once the activityof E5R exceed this threshold, E5B will
produce a burst that represents a saccade signal. In each chart, the upper panel shows the protocol of the task. The letterF and T represent the fixation input and the
visual input, respectively. Colors denote the presence of corresponding inputs.

90◦ target in E23L. The absence of the stop signal made neu-
rons in E5R persistently transform the attention signal into the
motor signal until their activities reached the threshold and re-
sulted in a reflexive saccade in the go trial. In the no-go trial,
however, the stop signal, which was presented at 300 ms can-
celed these pro-saccade-relevant responses before they crossed
the threshold. Then, the network began to exhibit no-go-related
activities. It could be observed that the fovea population won
the subsequent competition at about 400 ms so that the network
maintained its attention on the fovea (Fig. 7B). In addition, the
erroneous no-go trial occurred because the responses of E5R
ramped up to the threshold before the fixation neurons com-

pletely activated and inhibited the activities of E23L. Theactiv-
ities of FIX and E5R neurons in these three trials were similar
to experimental responses of fixation and movement neurons in
the FEF of behaving primates [Hanes et al. (1998), their Fig.5
and Fig. 7; Schall et al. (2002), their Fig. 5; Brown et al. (2008),
their Fig. 5].

The performance of the no-go task can be quantitatively
measured by the stop-signal reaction time (SSRT). SSRT is the
time difference between the finish time of the stop process and
time at which the stop signal is absent (stop-signal delay orSS-
D); it provides an estimate of the time needed to cancel the sac-
cade movements. However, since it is difficult to measure the

8
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B

A

Figure 8. (A) The reaction time distributions of the go trials (purple) and er-
roneous no-go trials (orange). (B) The cumulative probability functions for
reaction times during go trial (purple) and erroneous no-gotrial (orange).

canceled time of a correct no-go trial directly, we need to com-
bine the reaction time of the go trial and erroneous no-go trial
(RTgo andRTnogo) to estimate it (Logan et al., 1984). Continu-
ous trials are performed for the go trial and no-go trial until 100
correct go trials and 100 erroneous no-go trials are obtained.
Fig. 8A and Fig. 8B show the distribution and the cumulative
probability of the reaction time for these trials, respectively.
It can be observed that the distribution probability ofRTnogo

progressively becomes smaller than that ofRTgo after 200 ms.
After 360 ms, the erroneous no-go trial disappears complete-
ly, while a number of go trials still exist in these reaction time
intervals, indicating that the go responses are inhibited.This in-
hibitory control is also emphasized by the gap between the two
curves in Fig. 8B. Because the erroneous no-go trials with large
reaction time have been inhibited, the corresponding cumula-
tive probability increases at a faster speed [Fig. 2 in Boucher
et al. (2007); Fig. 3 in Middlebrooks and Schall (2014); Fig.2
in Thakkar et al. (2015)]. Note that as theRTnogo of about 97%
erroneous no-go trial distributes before 300 ms, we consider it
the finish time of the stop process. By subtracting SSD=200
ms, the SSRT of the trained model was 100 ms, while it was
around 76− 96 ms in the experiment reported by Boucher et al.
(2007).

3.4. Associative task
The associative task required the network to associate tar-

gets based on context. Our model successfully learned the cor-

rect cue-saccade association after training. Fig. 9 illustrates two
sample trials, one for non-reversal trial (category 1) and the oth-
er for reversal trial (category 2) in the trained network. Both of
the responses in E4 showed target selectivity and induced task-
related attention after the cue stimulus onset. This attention
signal was maintained until the saccade was produced [Fig. 3
in Asaad et al. (2000)]. However, it is worth noting that the
ongoing attention signal could not make the ramping activity
in E5R cross the threshold. This was because the offset of the
visual target weakened the attention signal, although it could
still maintain firing. Without relatively strong attentionactivity,
the inhibitory role of fixation input on E5R was strengthened,
so E5R’s activity ramped down [Fig. 3 in Asaad et al. (1998),
Fig. 4 in Asaad et al. (2000), Fig. 3 in Histed et al. (2009), Fig. 3
in Puig and Miller (2014)]. When the targets reappeared, the
activity of E5R was increased, which could induce a saccade.

Fig. 10A-D illustrates the modulation ratios for four plas-
tic connections. The modulation ratios showed a clear remap-
ping, while the network could only make a reflexive saccade
before training. Taking directions in category 1 as examples,
they were remapped to the leftward response. The connections
from category 1 to 180◦ in E4→E23L exhibited higher modu-
lation ratios. Note that the modulation ratios of remappingcon-
nections were also higher than that of the pro-saccade connec-
tions (minor diagonal in Fig. 10A), indicating that the remap-

Reversal associative
  task in category 2

BA

Associative task
  in category 1

Figure 9. Sample time course of the trained model in the associative task. (A)
and (B) are the population firing rate of different layers in the associative task
for target (120◦) from category 1 and reversal associative task for target (300◦)
from category 2. The gray area represents the cue period. Theblack dashed
line denotes the onset of visual targets.
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Figure 10. Model behavior in the associative task. (A, B) Modulation ratios under the green fixation for connections E4→E23L (A) and E4→I23L (B). (C, D)
Modulation ratios under the red fixation for connections E4→E23R (C) and E4→I23R (D). (E-H) In each of the 8 panels, the left panels are thepopulation firing
rates of E5R during the correct trial; right panels show change of latency to half-max selectivity (LHMS). The two categories are: (60◦, 90◦, 120◦, 150◦, 180◦, 210◦)
for category 1 and (0◦, 30◦, 240◦, 270◦, 300◦, 330◦) for category 2.

ping activity, instead of the reflexive saccade, has become the
overwhelming activity. Meanwhile, the model suppressed the
wrong choice targets by enhancing the inhibitory based plastic
synapses so that the corresponding modulation ratios of catego-
ry 1 were relatively large (Fig. 10B). However, we found that
the modulation ratios for connections that were related to the
reversal trials exhibited different remapping. The excitatory-
based plastic synapses in connections from E4 to E23R were
strengthened by category 1 to rightward target, so that the cor-
responding modulation ratios showed a higher level (Fig. 10C),
while the leftward response was inhibited when stimulus was
presented in directions of category 1 (Fig. 10D). Similar effects
could also be observed for the directions in category 2, but the
corresponding remappings were opposite.

We also estimated target selectivity, which was defined as
the time when half of the maximal activity in E5R was reached.
The left panels in Fig. 10E-H depict the correct trials in differ-
ent conditions. It should be noted that these trials do not include
any of the trials that made a correct saccade but focused atten-
tion on other directions before the targets onset. Target selec-
tivity tended to appear increasingly earlier as trials progressed
[Fig. 6 in Asaad et al. (1998), Fig. 3 in Cromer et al. (2011)].
This tendency was quantitatively indicated by the latency to half
max selectivity (LHMS) (right panels in Fig. 10A-D). Early tri-
als seemed to have the largest LHMS. The LHMS of 0−5 trials
in four conditions were distributed between 800 ms and 1100
ms. Subsequently, the LHMS progressively decreased, and fi-

nally reached a range of 400-600 ms. Similar variation in LHM-
S can be observed in a number of works [Fig. 6 in Asaad et al.
(1998), Fig. 2 in Pasupathy and Miller (2005)]. Both of the cau-
date nucleus and prefrontal cortex were reported to be involved
in the association task (Pasupathy and Miller, 2005). Compared
with the caudate nucleus, our results were more comparable to
activities in the prefrontal cortex. During the associative task,
the prefrontal cortex showed a gradual decrease of LHMS. In
the early trials of the task, the LHMS of the prefrontal cortex
were around 900-1100 ms. Then it gradually decreased to a
range of 350-500 ms.

Task switching by reversing the cue-saccade pairing, was
also performed in the trained model. Similar to the task switch-
ing between pro- and anti-saccade, we first defined the reward
rule for the trials between reversal onset and the first reward trial
in a block. Based on the work of Asaad et al. (1998), we know a
priori that the speed of re-learning in the associative taskis not
as fast as switching between pro-saccades and anti-saccades.
Thus, the learning rate for those trials was set atq = 0.04,
while it otherwise followed the normal associative task training
protocol. The performance over successive trials is illustrated
in Fig. 11. The model in two cue-saccade pairing reversals ex-
hibits similar performance (Fig. 11A and B). Again, the activity
immediately decreases to 0% at task reversal; however, subse-
quent performance ramped up gradually. It took about 11-12
trials to reach 70% correct. Then, the performance progressive-
ly improved to about 80% correct. The relatively slow change
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Figure 11. The performance of cue-saccade learning when cue-saccade pairing
reverses. (A) and (B) are the changes of correct trial percentage from cue-left
trial to cue-right trial and from cue-right learning trial to cue-left trial, respec-
tively. The cue here is 120◦ preferred stimulus. (C) and (D) are the variations
of the excitatory- and inhibitory-based plastic synapse weights in two blocks.
These synapses connect the cue to the left (blue) and right (red). The dashed
line denotes the onset of reversal.

in excitatory- and inhibitory-based plastic synaptic weights was
able to account for the ramping activity (Fig. 11C and D). The
model needed about 16 trials after reversal to make the two lines
intersect for excitatory-based plastic synapses, while ittook 23
trials for inhibitory-based synapses, indicating that theprocess
of suppressing the erroneous choice is relatively slow. Simi-
lar ramping activity has been reported in a number of papers
(Asaad et al., 1998; Brasted et al., 2005; Pasupathy and Miller,
2005; Histed et al., 2009; Cromer et al., 2011). Their findings
are compatible with our simulation results.

4. Discussion

In this study, we presented an extended learning-based mi-
crocircuit model of the frontal eye field. This model success-
fully simulated the cognitive processes of three tasks: theanti-
saccade task, no-go task and associative task. These tasks were
achieved based on three aspects. First, neurons in the network
were assumed to prefer some spatial directions. The neurons
that preferred the same direction formed the direction-preferred
population. Second, two functional units that were controlled
by rule neurons were divided in L23 and allowed the model to
show task selectivity. Third, four reward-based plastic synaps-
es projected modulation to the winner-take-all competition in
L23, potentiating the correct choices and depressing the erro-
neous choices. Synaptic modulations were based on the firing
rate of the L5B population, which represented the final saccadic
decision. Such a learning process may account for the observed
animal’s adaptive behaviors over multiple task paradigms.

4.1. The mechanism underlying attention and decision-making
in choice tasks

Top-down control is typically reported to be a critical mech-
anism in visual selection (Ardid et al., 2007; Heinen et al.,2014;
Lo et al., 2009). In the present model, two plastic modulation-
s from layer 5B, based on a reward-dependent Hebbian learn-
ing rule, served as the bias to control saccadic eye movements.
These modulations allowed the network to flexibly adjust the
neuronal response and adapt to different visual tasks through
training over a number of trials, simulating the process of accu-
mulating evidence. In this process, the excitatory and inhibitory
modulation acted as two subprocesses: the ability to potentiate
a saccade in an instructed direction, and the ability to suppress
the reflexive saccade to the visual stimulus (Hutton, 2008; Ev-
erling and Fischer, 1998). In the anti-saccade task, erroneous
saccades were often attributed to failures of inhibiting wrong
choices in neurological studies, which was fully embodied in
the early phase of the present training (Crawford et al., 2002;
Hutton et al., 1998). Thus, the plastic modulation was more
likely to answer the question of how FEF controls the saccadic
behaviors based on past experiences and reward expectation.

Layer 2/3, which served as the attention allocator, was en-
dowed with a winner-take-all mechanism. This mechanism lim-
ited the network to attend to only one target. However, recent
studies imply that it is possible for people to attend to mul-
tiple distinct spatial locations simultaneously, but sucha split
of spatial attention can only be maintained for 100− 150 ms
(Zirnsak et al., 2011; Julien et al., 2012). These reports onat-
tention allocation dynamics may seem to be inconsistent with
our simulation results. However, our trained model can show
the split of spatial attention (Fig. 4A). Between 0 ms and 110
ms, the responses of two stimulated targets in E23R were ac-
tivated at the same time, indicating the attention was splitting.
After about 110 ms, the pro-saccade won the competition and
the network gradually focused its attention on the winner. It
seems that these attention splitting activities are not robust, as
these activities exhibit in Fig. 9B, but not in Fig. 9A.

4.2. Latency of the anti-saccade

In our trained model, we observed the latency of response
time of the anti-saccade, which was consistent with some ex-
perimental data. Early studies attributed the latency of the anti-
saccade to the application of top-down inhibitory processes.
They argued that the inhibitory processes induced anti-saccades
to consume more time than pro-saccades so as to shift the re-
sponse time distribution, making them show a latency (Forbes
and Klein, 1996; Machado and Rafal, 2000; Olk and Kingstone,
2003). Recently, this view was extended to the competition res-
olution mechanism which exerted its role by suppressing an er-
roneous pre-active pro-saccade and potentiating a correctanti-
saccade by attention competition (Engle and Kane, 2004; Kane
and Engle, 2003; Unsworth et al., 2011). Our current result-
s imply that the latency shown in the trained model was also
triggered by mechanisms in accordance with the competition
resolution process. This mechanism was formed by combin-
ing the plastic modulations and the winner-take-all mechanism
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in layer 2/3. As shown in Fig. 4B, the inhibitory-based plastic
modulation depressed the pre-active activities of the reflexive
pro-saccade. This modulation made the anti-saccade win the
competition of attention and the network reallocated its atten-
tion to the anti-saccade.

4.3. The mechanism of task switching
Accumulating evidence has demonstrated that switching be-

tween tasks takes time other than instant switching (Chen and
Wise, 1995a; Matsumoto et al., 2003; Cromer et al., 2011). A
gradual switch pattern of reversal, awaking and relearninghas
been observed in a number of experimental studies (Everling
and DeSouza, 2005; Johnston et al., 2007). Our simulation re-
sults also reveal a similar switch pattern. When reversal oc-
curred without an explicit instruction, a monkey still repeated
the behavior learned in the preceding block of trials. However,
missing rewards for the trials that should be rewarded revealed
that the task has been switched, and made the monkey relearn
the new task. There are a wide variety of factors that influence
the performance of task switching.

Lee et al. (2007) performed a similar experiment and found
that systemic blockade of D2R/D3R dopamine receptors, which
are related to reward-based learning impaired the reversallearn-
ing. Similar effects were seen by overstimulating D2R. In addi-
tion, several studies have reported that neural activity conveyed
a direction signal progressively earlier during learning with suc-
cessive trials (Asaad et al., 1998; Pasupathy and Miller, 2005).
This evidence emphasizes the role of reward-based learningon
switching tasks. The learning rule is also a key component to
completion of the tasks in the present study. It assumes that
the information of past experiences or reward expectation are
stored in the synaptic strength, which can also be altered based
on upcoming events. This “synaptic strength” hypothesis is
supported by the responses of the frontal lobe and basal gan-
glia (Jackson et al., 2006). How the synaptic strength changes,
and what the corresponding learning rate is within the process
of storing information, are still open questions. Besides the re-
lationship between reward and outcome response, the learning
rate also depends on the firing rates of the postsynaptic decision
neurons, which has been considered in some computational s-
tudies (Soltani and Wang, 2006; Barraclough et al., 2004). This
effect is the base mechanism for setting different learning rates
of excitatory-based and inhibitory-based plastic synapses in the
present model.

Task type is another important factor in the performance
of task switching. Switching between different tasks shows
distinct quantitative effects of reversal learning. The monkey
showed fast learning in switching tasks between pro-saccade
and anti-saccade: only 3-5 trials were needed after reversal to
perform better than 70% correct (Everling and DeSouza, 2005;
Johnston et al., 2007). In associative tasks, however, thispro-
cess did usually take more than 10 trials (Asaad et al., 1998;Pa-
supathy and Miller, 2005; Histed et al., 2009). Based on these
findings, the variance of relearning speed is likely attributed
to the task complexity. Our extended model assumed that the
learning rate of task switching between pro-saccade and anti-
saccade was twice as large as that in associative task. Although

the simulation results could match the experimental data, anat-
ural question arose: What is the relationship between task com-
plexity and learning speed. Can it be quantitatively described?
These questions need to be resolved by further experiments.

4.4. Comparison with other models

A number of computational models have been proposed
to simulate the three choice tasks in this study. For the anti-
saccade task and the no-go task, Carpenter (1981) proposed the
LATER model that could simulate the neural decision and ex-
plain the reaction time distribution. This model assumes that
a particular action will be produced when a decision signal in-
creases and reaches the threshold. This mechanism can also be
observed in the L5 of our model. When neurons in L5R receive
the ongoing attention signals from L23, their activities begin
to gradually increase. Once the responses reach the threshold,
neurons in L5B immediately make a fast response, indicating
a decision has been made. Recently, an increasing number of
models are based on the realistic architecture of multiple brain
regions, in order to attain a more accurate simulation (Hamker,
2005; Lo et al., 2009; Meeter et al., 2010; Silver et al., 2012).
Although some of these models involve FEF dynamics, they
place more emphasis on the role of other brain areas such as the
basal ganglia and superior colliculus, while keeping the func-
tion of the FEF relatively simple (Gancarz and Grossberg, 1999;
Mitchell and Zipser, 2003; Cutsuridis et al., 2014). For exam-
ple, Brown et al. (2004) proposed a functional model connect-
ing the frontal cortex to the basal ganglia circuits, and simulat-
ed several oculomotor tasks. This network made a saccade only
when cortical inputs indirectly inhibited GABAergic neurons
in the substantia Nigra pars reticularis. The FEF block in itjust
served as a component of planning. In addition, to our knowl-
edge, the number of corresponding models for the associative
task is far fewer than that for the anti-saccade task or the no-go
task. Fusi et al. (2007) described a learning rule comprising the
fast and slow components and used it to simulate a quick forget-
and-learn pattern for the conditional associative learning by in-
corporating a two layer network. They found that the relearn-
ing process after task switching is caused by instantly switching
between sets of sensorimotor associations. Furthermore, Chersi
et al. (2013) developed a cortico-basal ganglia circuit by imple-
menting a delayed associative learning rule that used the reward
signal to update the sensorimotor connections at the end of the
trial. Besides the learning rule, they also emphasized the role
of the prefrontal cortex control. Without the signal from the
prefrontal cortex, the model could not adapt to the new cue-
response association in the early trials, but had to relearnthe
task slowly. Compared to the models cited above, our model
captures features about the direction preference, learning, atten-
tion and motor preparation in the FEF in great detail, although
it does not include the other brain areas. The extensions from
the original model have highlighted the important aspects of
reward-based learning and its role in decision-making.
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