**传递性，灵活性，联合认知和海马体的关联**

摘要：提出了一种计算神经网络模型，解释了海马如何对老鼠中观察到的传递性推断性能做出贡献（Dusek和Eichenbaum，1997。Proc Natl Acad Sci USA 94：7109-7114; Van Elzakker et al。，2003。Hippocampus 12：这个问题）。 与通过灵活地将先前编码的记忆相关联来强调海马体的贡献的现有理论相反，我们发现海马体通过在学习期间改变个体刺激元素的元素相关权重来做出贡献。 我们使用此模型来计算一系列现有数据，并进行一系列独特的预测，明确对比这两种观点。

**介绍**

老鼠，鸽子和灵长类动物表现出所谓的传递性推论。在日常用语中，当一个人被告知John比比弗雷德高的比特高时，使用传递推理，然后从逻辑上推断约翰也比弗雷德高。如在实验室中研究的那样，在受试者接受关于共同刺激的一系列同时辨别问题（例如，A B，B C，C D，D E）的训练之后出现这种现象，其中A B，B C，C D，D E指定奖励选择，并指定无奖励选择。在这样的训练之后，然后用新颖的组合BD测试受试者，并且当受试者可以“推断”因为B被选择而不是C，并且选择C而不是D时，证明了传递性推论，那么必须选择B而不是D在神经完整的受试者中已经多次获得该结果（例如，von Fersen等人，1991; Dusek和Eichenbaum，1997; Van Elzakker等人，2003）。

本文讨论的核心问题是海马损伤老鼠可以解决训练问题，但BD转移试验失败（Dusek和Eichenbaum，1997）。 Dusek和Eichenbaum（1997）将他们的结果解释为强烈支持海马体为表现灵活性提供基质的观点 - 存储在海马体中的信息可以在新的情况下被检索和适当使uiloll 用。具体而言，他们提出完整的老鼠编码了问题的各个要素A B C D E的关系表示，这使得能够在它们之间进行比较。因此，如果面对新颖的组合BD，老鼠比较B和D在有序表示上的位置，并推断如果B C和C D，则B D。这种比较导致B的选择。

然而，我们在我们的同伴文章（Van Elzakker et al。，2003）中指出，有充分的理由质疑基于五个问题辨别集（AB，BC，CD， DE，EF）。这个问题的五个版本允许两个传递性测试，即BD和BE。然而，我们的老鼠在用BE测试时仅表现出传递性。相比之下，代表性的灵活性理论似乎可以预测：当用新的对测试时，老鼠应该表现出传递性。我们对这些结果的分析使我们得出结论，传递性不是由表达灵活性所需的推理过程所介导的，而是由于老鼠根据各个测试线索的绝对联想兴奋强度做出选择的结果。关联强度的概念代表刺激引起选择反应的能力。

从本质上讲，我们的分析意味着先前的结论是老鼠正在使用推理过程来做出选择，因为新的测试不满足选择线索具有相同的联想强度的要求，因此没有提供传递推理的真实检验。我们的理论与解决这个问题的其他理论家有共同点（例如，von Fersen等，1991; Siemann和Delius，1998）。

我们的分析和结论提出了传递理论的两个问题。首先，为什么对一组前提对（AB，BC，CD，DE，EF）的训练导致表面上应具有相等值的单个刺激之间的关联强度的分级水平（例如，B，D和E） ）？其次，海马体如何促成这一结果？本文的目的是解决这两个问题。为此，我们使用了先前应用于各种现象的海马和新皮质的基于生物学的模型（O'Reilly和Rudy，2001）。

本文分几个阶段进行。首先，我们确立了这样的立场：传递性是分级关联强度与在获取过程中形成的个体线索的产物，而不是表示灵活性的产物。然后，我们详细描述如何实现计算模型。然后我们展示（1）该模型产生可以调节传递性的个体线索的分级联想强度，以及（2）海马体如何有助于分级联想强度。我们还从模型中推导出几个可测试的预测，并最后讨论了我们的模型与其他视图的关系。

**关联强度的梯度**

表现灵活性理论假设非语言主体的传递行为是这种类型的逻辑推理的产物：如果是A>B和B>C，那么A>C。因此，对该假设的有效检验需要个体刺激（例如，B和D）的奖励关联值必须相等。否则，选择对象可能取决于这些元素不相等的关联值，而不是依赖灵活性地推导。这正是边缘刺激A和E不用于传递性测试的原因——A总是得到奖励而E永远不会得到奖励，因此对于老鼠来说选择A而不是E是显然的。

然而，相关文章的结果（Van Elzakker，2003）和von Fersen先前对于鸽子实验的发现表明了内部刺激（包括B和D）具有相同的关联强度的假设是错误的。相反，这些发现提出了一个更简单的解释：在测试训练中基础的判别训练程序产生了我们称之为联想强度的梯度（与von Fersen，1991; Siemann和Delius提出的类似观点一致）1998。这意味着训练会为个体刺激产生不等的奖励关联值。正是刺激关联价值的不同，而不是逻辑推理，决定了传递性测试中的选择行为。具体来说，我们表明A的强烈奖励关联（总是得到奖励）可以有效地渗透到B中（如下一节中更多的机械术语所解释的），这样B也有一些积极的联想。类似地，与E的负相关（从未得到奖励）可以渗透到D中，这样它也具有负关联。因此，当给出BD测试时，受试者跟AE情况一样不依赖于比较过程，因为单个元素的关联强度足以确定Bd的选择。我们指A和E这类重头刺激产生的渗透效应为锚定效应。

当用5对判别对（A B，B C，C D，D E，E F）训练老鼠时，在同类文章中出现了对关联强度梯度概念的经验支持。该训练在两组内部刺激对（BD和BE）之间进行了两种传递性测试。代表性灵活性理论预测受试者相比于D和E，应该选择B。但是，老鼠并没有这样做：B优于E，但不优于D。尽管这些结果难以与代表性灵活性理论协调，但它们和关联强度梯度的观点一致（参见von Fersen等，1991）。简单地说，B的关联强度值大于E，但与D相近。特别地，我们认为F的负关联强度渗透到了E，但不足以渗透到D。

因此，我们的计算模型必须实现两个目标：（1）它必须解释训练如何产生与数据一致的关联值梯度，以及（2）它必须阐明海马体对传递性的贡献。表现灵活性理论认为其贡献是在测试期间运行的检索过程。我们的理论将显示在训练阶段，海马体在各个元素的关联值被学习时就已经对传递性作出了贡献。

**传递推理范例在模型中的实现**

我们通过提供老鼠解决前提判别问题的各种过程的高级描述来开始我们对模型的解释。然后，我们在海马和新皮质的计算神经网络模型中形式化这些过程（O'Reilly和Rudy，2001）。

**实验范例**

在实际的实验中（Dusek和Eichenbaum，1997; Van Elzakker等，2003），在两个相互靠近的沙子填充杯中给老鼠提供了两种不同的气味。奖励被埋在其中一个杯子中，老鼠可以通过从沙子中挖出它来获得它。因此，当老鼠接近一个杯子时，它有两种选择：它可以挖掘或转移到另一个杯子。我们使用五个问题（前提）集（A B，B C，C D，D E，E F）来模拟问题，因为这五个问题集允许多个传递性测试：BD，BE和CE。

我们假设老鼠表现出的选择行为由两个学习过程确定：（1）刺激选择过程，和（2）响应选择过程（图1）。例如，当老鼠遇到第一个锚选择刺激（AB）时，它将对两种气味刺激进行大致相等的采样组合，并对接近哪种刺激进行初步评估。据推测，这种评估是基于哪种刺激更有可能提供奖励。这是刺激选择过程。如果老鼠接着接近了A，则与刺激B相比，它将增加从A接受的刺激，我们将其表示为Ab（其中较近的刺激是大写的，而另一个是小写的）。相反，如果它接近B，它将经历Ba情况。然后响应选择过程对输入的这种配置进行操作：老鼠决定在近的刺激处挖掘奖励或切换到其他刺激（在这种情况下，老鼠在这个其他刺激的杯中挖掘）。因此，在Ab的情况下，老鼠可以在A处挖掘或在切换到b处挖掘，并且强化结果将是这种选择的直接结果（即，它将在A处挖掘而不是切换到b）。在训练期间经常观察到转移行为 - 老鼠接近一个杯子然后不进行挖掘，而是选择在另一个杯子中挖掘。

这两个过程通过五个训练对（A B，B C，C D，D E，E F）有差异地进行，这给老鼠带来了质量上不同的问题。锚定问题（A B和E F）可以仅仅通过刺激的差异强化历史来解决，因此更加依靠刺激选择过程。在A B情况下，A总是得到奖励，但B仅在一半试验中得到奖励，因此老鼠可以相对容易地选择在刺激选择过程中接近A。类似地，在E F情况下，E在一半试验中得到奖励，但F从未得到奖励，因此老鼠只需通过学习在刺激选择阶段避免F来解决这个问题。这些锚定问题可与内部问题（B C，C D，D E）形成对比。因为对于这些内部问题中的每个个体刺激，老鼠相同概率地得到奖励，所以老鼠似乎没有直接的解决方案。因此，刺激选择过程不能解决这些问题，而是将其留给响应选择过程，以便最终决定挖掘的位置。

总之，锚定问题和内部问题在质量上有所不同，因为锚定问题允许元素解，因此可以简单地基于附加到各个元素的关联值来解决。相反，除非主体构建了能够解决其联想价值模糊性的刺激选择的联合表示，否则内部问题无法解决（Rudy和Sutherland，1995; O'Reilly和Rudy，2001）。总之，刺激选择过程充当针对相对容易的锚定问题的优化机制（即，导致更快的性能），但不针对内部问题。这个事实将在我们的模拟中发挥关键作用。



图1。模型中表示的两个选择阶段。 在刺激选择阶段，选择两个刺激中的一个接近。 在响应选择阶段，决定挖掘所选（接近）刺激或切换到其他（远）刺激。 A和B代表两种气味。

**刺激选择过程的模拟**

我们将刺激选择和响应选择过程分开，将刺激选择作为一种机制来控制输入模式的概率，然后将其呈现给我们的新皮质和海马的标准神经网络模型（O'Reilly和Rudy，2001）。 因此，神经网络模型构成响应选择机制（如下一节所述），并且刺激选择机制简单地控制呈现给网络的输入模式的频率。 例如，刺激选择过程可以将A B问题变成两个不同的响应选择问题，Ab（A比b更接近）或Ba（B比a更接近）（图2）。 与我们对老鼠行为的分析一致，我们将这些模式中每一种的刺激选择概率基于两种选择刺激的相对强化值：



因此，刺激选择过程在A B问题中选择Ab的概率仅仅是A [Rew（A）]的相对奖励强度，其由A和B的总奖励强度归一化。

最初，所有刺激的奖励强度都设置为0.5，因此概率也是0.5。由于老鼠的模拟神经网络在选择不同刺激时经历不同的奖励模式，因此奖励强度被修改，进而改变了问题的两个替代呈现的概率。具体地，当任何给定的试验得到奖励时，近端和远端刺激的奖励值都被修改。例如，如果刺激选择过程在A B问题上的选择接近A刺激（Ab），并且响应选择过程选择响应于Ab而进行挖掘A并获得奖励。此奖励将增加A [Rew（A）]的奖励强度一个小的固定金额（0.035），并将B的奖励强度减去相同的金额（即，选择A和避免B的决策都会得到奖励，因为两者都导致相同的结果，并且两方没有偏向性）。根据等式0，这将增加Ab下次出现的概率（并降低Ba的概率）。同样，如果刺激选择过程选择Ba并且响应过程决定转换而不是挖掘，那么这也会得到回报并且奖励值会发生一样地改变。如果没有奖励发生（因为不正确的挖掘或转移），那么我们不改变这些值。我们还尝试了一种替代方案，其中值在与奖励案例相反的方向上进行调整，但是幅度只有一半，并且结果没有显着差异，因此我们使用了更简单的奖励模型。总而言之，元素X的奖励强度的变化是



为了了解为什么刺激选择是模型的重要部分，我们推断出A B和E F的锚定情况会发生什么。因为A总是得到奖励，所以奖励力Rew（A）将接近1。Rew（B）将保持在0.5左右，因为它有无奖励概率相等。预计结果是刺激选择过程中会有三分之二的次数倾向于接近A（即，产生Ab）。相反，Ba的选择只会在三分之一的时间内发生。最终结果是响应选择模型主要学习挖掘Ab模式，并且在面对Ba时不必学习更多的切换。因此，模型更容易学习在B C问题中挖掘Bc模式，因为它不必克服这种强烈的偏置来响应B刺激而切换。于是，刺激选择提供了锚定效应对邻近刺激的“渗透”手段。在E F情况下，这些效果甚至更强，因为F的奖励强度为0，而E保持在0.5左右。这意味着在经过足够的训练后，几乎100％的时间将选择Ef。这相当于大鼠总是避免F，这比Ab的情况更极端。因为老鼠仍然有三分之一的时间接近B。因为内部问题（BC，CD和DE）的元素组成部分通常与奖励和非奖励等概率关联，所以不会出现主要的刺激选择模式，并且与每个问题相关的两种模式将等概率地呈现给响应选择网络。

虽然刺激选择过程对于模拟的采集阶段至关重要，但是在测试阶段，当模型应用于BD和BE时，它不会起作用。因此，例如，当老鼠面对BE时，测试性能由网络在呈现Be模式时产生挖掘响应和在呈现Eb时产生切换响应的趋势来确定。这仅仅是因为响应选择模型没有随机分量并且可以通过单个测试进行评估，而刺激选择过程是随机的并且需要采样以最小化测量中的附加噪声。此外，因为测试元素通常具有大致相等的关联值，所以刺激选择过程在任何情况下都不会显着影响结果。



图2。训练模式：刺激输入对和训练有素的输出响应。 每个刺激具有四个相关联的单位，较低的三个单位代表刺激的近端版本（刺激选择过程最初接近的刺激），并且上三个单位代表远端版本。

对于近端刺激，模型必须使用Dig或Switch作出响应。 请注意，每个刺激的两个版本重叠，只有一位信息区分近距离和远距离表示。

**响应选择的实现**

响应选择过程通过神经网络模型（图3）模拟，该模型通过接收选定的输入模式，并产生挖掘或开关输出模式来作为刺激选择过程的接口（图2）。这个模型是我们海马和新皮层的“标准模型”（O'Reilly等，1998; O'Reilly和Munakata，2000; O'Reilly和Rudy，2001; Rudy和O'Reilly，2001）该模型的基本机制吸收了在一个被称为Leabra的连贯框架中的被广泛接受的皮质功能概念（O'Reilly，1998; O'Reilly和Munakata，2000）。海马组件使用这些相同的机制，同时结合了许多理论家所强调的海马的专门解剖学和生理学（Marr，1971; McNaughton和Morris，1987; Rolls，1989; O'Reilly和McClelland，1994; McClelland等）。 al。，1995; Hasselmo，1995）。

该模型学习将输入模式与输出模式相关联。这种学习由Hebbian和error-driven学习相结合，这是Leabra算法的核心特征。error-driven学习使用双向激活传播来传递错误信号，并且与突触修改的已知属性兼容（O'Reilly，1996; O'Reilly和Munakata，2000）。皮质具有刺激输入的元素表示（图3中的层Elem）和可以学习刺激元素的更高阶表示的关联层（图3中的层Assoc）。 Error-driven学习可以响应许多学习试验的明确任务要求，在关联层中形成表示来编码刺激的联合表示（O'Reilly和Rudy，2001），这是学习内部问题所需要的。输出层从元素层和关联层接收，并且具有两个有效模式：激活层右侧的所有单元意味着“挖掘”，而左侧意味着“切换”。响应层提供简单的缩减用于编码响应的分布式输出层的输出：输出层本身必须被分配以在海马系统中提供实质表示。

海马系统从整个皮质系统（包括输出层）接收输入（通过内嗅皮层（EC）层EC\_in），并将相互投影发送回这些相同的层（通过层EC\_out）。海马体区域（齿状回（DG），区域CA3和区域CA1）在EC输入上形成联合编码，并且可以通过将输入提示的模式与输出层上的激活模式相关联来贡献输出响应。 。 DG，CA3和CA1层的稀疏激活产生了该系统编码刺激连接的自然趋势（Marr，1971; O'Reilly和McClelland，1994; O'Reilly和Rudy，2001）。区域CA3的循环附属物支持模式完成，其中部分输入模式（例如，Ab输入模式）可以触发先前联合编码的整个相关模式的调用（例如，“挖掘”输出模式）（McNaughton和Morris， 1987; Rolls，1989）。

最初通过提出试验块中的问题来训练模型：A B块，然后是B C块，依此类推E F。在模型在阻塞阶段表现良好之后，问题被随机交错。该训练序列捕获了老鼠使用的训练范例的本质（Dusek和Eichenbaum，1998; Van Elzakker等，2003）。我们的基本模拟使用了两个块，每个块有七个试验，然后是交错条件下的10个时期（通过所有训练案例）。训练后，用新的刺激组合（BD，BE和AF）测试模型。为了分析它们对性能的影响，每块的试验次数，块总数和交错试验的数量都是不同的。完整的模型和缺乏海马电路的不完整模型都经过训练。

至关重要的是要认识到模型的性能，即其输出表示（图3），是由三个系统的综合影响决定的：（1）元素皮层，（3）联想皮层，和（3）海马。我们模型的结果可以理解为架构的这个特征与在整个网络中运行的错误驱动学习的交互的产物。请注意，响应层是驱动此学习的错误信号的来源。如果给定试验没有错误，则不存在这种学习形式。由于模型的输出由三个系统的总和决定，因此任何一个系统产生的正确输出将消除所有系统所经历的误差信号。换句话说，网络可以表现出类似于众所周知的Reslola和Wagner（1972）Pavlovian调节模型所描述的阻挡效果。该模型假设关联强度的增量是训练试验中出现的所有线索的总关联强度与无条件刺激（US）将支持的关联强度的渐近水平之间的差异的产物。在两个刺激AB无条件地放在一起时（Kamin，1968），当A由于先前训练的刺激阻止老鼠感应另一个刺激元素（B）时，阻滞效应会发生。因为无条件情况下A已经成功被预测，所以能够增加关联强度的预测误差被删除。因此，对于这一步训练线索，B的关联强度几乎没有增加。

模拟的主要目标是了解海马体如何促进传染性。为了预览结果，模拟表明海马体的输出产生了“阻塞效应”，减少了模型中其他系统学到的东西。



图3。响应选择过程的神经网络模型，具有皮质和海马组分。 显示的激活模式（白色的活动单位）显示Ab输入模式，模型的响应为Dig。

**基本传递性发现的模拟**

我们首先描述完整和海马损伤模型在基本传递推理任务中的表现。图4显示了在使用BD，BE和AF探针刺激测试模型之前，在交错训练的最后阶段期间完整模型的性能。损伤的模型性能与完整模型无法区分。请注意，虽然内部训练问题需要联合表示，但是受损模型解决了这些问题。这个结果已经在早期的模型中得到了证明（O'Reilly和Rudy，2001）。此外，两种模型都显示出强大的锚定效应，其性能更好地解决了A B和E F的锚定问题（几乎是完美的）。请注意，AB与EF问题的不对称性与前面描述的刺激选择不对称性一致，因为B具有与A竞争的一些奖励值，但是F具有零奖励值，因此不提供与E的竞争。这些结果是相似的在老鼠和鸽子中发现的那些（Dusek和Eichenbaum，1997; von Fersen等，1991; Van Elzakker等，2003）。

图5显示了完整和损伤模型在三个转移问题上的性能：BD，BE和AF。图5展示了两个重要现象：

1。无论是完整的还是损伤的模型都没有证明对BD问题的传递性推论 - 他们选择B超过D仅几乎不超过50％的机会水平。这模拟了Van Elzakker等人的研究结果。 （2003）并清楚地表明，在逻辑推理方面，人们无法解释这项任务的表现。

2。完整模型很好表现了BE问题的传递性，选择B的概率很大。相反，受损网络对BE问题的抉择概率相近。这一结果模拟了Dusek和Eichenbaum（1997）发现的海马结构损伤的老鼠在传染性测试中偶然发挥作用的现象。应当理解，Dusek和Eichenbaum在四个问题集（A B，B C，C D，D E）上训练老鼠并在BD上测试它们。然而，就像E是用于训练模型的五个问题集中的锚定问题E F的成员一样，D in是Dusek和Eichenbaum使用的四个问题集中的锚定问题D E的成员。我们将证明锚定问题是如何学习的，这对于理解海马体的贡献至关重要；因此，根据我们的模型，Dusek和Eichenbaum的BD测试在功能上与我们的BE测试一样。

图5还显示完整和损伤模型在AF试验中大概率地选择A。该结果正确地模拟了Van Elzakker和Dusek、Eichenbaum（1997）等人报道的结果（2003）。因为与A和F相关的训练历史不同，所以这是预期的结果；对A的选择总是得到奖励，但选择F却从未得到奖励。



图4。交错训练期间的错误。 注意，性能曲线与Eichenbaum研究中的行为老鼠具有相同的形状。 具体而言，交错训练期间的表现最适合E对F对; 由于锚定效应较大，因此冲突最小。

**初步结果分析**

在测试试验中，该模型被新的刺激组合进行测试。因此，测试对的联合表示是不可用的，并且我们假设模型必须使用元素关联系统的输出来生成其选择。因此，AF，BD和BE测试案例的性能一定决定于各个元素与挖掘或转移的关联程度。

**联想权重**

为了检验响应其他测试案例的基础，我们检查了元素刺激表示与挖掘或开关的输出响应之间的连接强度（图6）。当一个元素在刺激选择过程中被选中时（即紧密刺激），通过比较刺激表示与挖掘响应和转移响应之间的强度差异，我们可以评估模型涉及这些刺激时的测试表现。对于刺激的远表示，发现了重量的互补模式（即，接近A与挖掘响应强烈相关，而远离A与转移响应强烈相关）。

我们可以根据这些联想直接解释上面列出的两个主要发现：

BD性能差：完整和损伤的模型都具有D刺激的模糊权重 - 它与挖掘或开关响应没有强烈关联，因此可以产生任一响应。尽管B刺激与挖掘更强烈相关，但这还不足以克服对D刺激的可变响应。因此，两个网络都没有在BD测试案例上表现出可靠的“传递推理”性能的整体模式。

差分BE性能：完整网络与E刺激中的挖掘权重相比产生更强的切换。这意味着它将倾向于在BE测试中避免E，并且如所观察到的选择B而不是E。相反，受损网络与挖掘和切换具有更加模糊的关联，仅具有弱的整体切换关联。因此，它在BE测试中表现不佳。此外，完整模型产生比损伤模型更强的B挖掘关联，这也有利于B超过E的传递推断选择。因此，理解海马系统对这个问题的贡献的关键是理解它如何有助于更强大的Eswitch和Bdig联系



图5。完整（a）和损伤（b）模型的传递推理传递对性能。 两种模型都在BD上表现近，并且在AF上接近完美（由于A总是得到奖励而F从未得到过，因此得到强有力的基本关联支持）。 关键的发现是完整模型在BE传递性测试中的表现要比损伤模型好得多。



图6。在完整（a）和损伤（b）模型训练后，近端刺激中挖掘和切换的平均最终重量。 两种模型在BD上表现不佳可以通过注意模型喜欢挖掘和切换到D刺激来产生随机行为，即使它稍微倾向于挖掘B。 BE问题的差异性能出现了 因为完整模型从E学习净开关关联（即，开关明显强于挖掘），这有利于选择B超过E。相反，受损模型学习大致相同的强挖掘和切换关联E。同样，完整模型 与损伤模型相比，B开发了更强的挖掘关联，这也在完整模型中产生更好的BE测试性能。

**海马阻滞效应**

我们注意到阻断效应对于理解海马体如何有助于老鼠显示传递性的能力至关重要。根据我们对权重的分析，我们可以得出结论，这种阻塞效应主要发生在EF试验上(当网络正确地选择挖掘E时)：E和dig之间的本该产生的强烈关联被阻断效应阻止。然而受损模型没有这种阻塞效应，因此它开发了更强的E-dig关联，从而阻止它在BE测试中选择Be。此外，刺激选择过程会使老鼠更频繁地接近E（因为F永远不会得到奖励），因此E-dig关联会有很多机会得到加强。

为什么海马体会阻止这个E-dig关联？首先，与皮层不同，海马体快速自动地构建所有刺激模式的联合表示（O'Reilly和Rudy，2001）。所以，即使解决E F锚点问题时不需要联合表示，完整模型的海马系统也会自动生成一个。例如，当刺激选择过程向网络呈现Ef模式时，完整的海马体构造该模式的联合表示并将其与挖掘响应相关联。因此，由于这种海马联合表示需要在这些试验中产生正确的响应，它将阻止使得E-dig正向关联的错误信号（图7）。

除了这种基本的阻塞逻辑之外，结合E还是D E训练对的成员这一事实，还能得到两个重要的暗示。首先，DE训练模式会提高E-switch关联程度，将与E F训练产生的E-dig关联相冲突。在完整神经网络中，当E-dig关联被阻止时，这会为E生成E-switch关联。其次，这个D E案例使得E的刺激强度本身模糊不清，这在一个错误驱动的学习规则下会使网络更强烈地依赖于Ef的海马联合表现，从而增强阻挡效果。

总之，E-dig关联的学习被海马体对Ef和挖掘间的联合表示所阻断。受损模型不会自动构建Ef的联合表示，因此不存在阻塞的来源。这样不同关联权重然后导致不同的结果，完整模型会明显地选择Be，而损伤模型则不然。

可以应用相同的推理来理解为什么完整模型具有比损伤模型更强的B-dig关联。具体而言，海马体快速学习A+ B-问题，因此阻止B-switch（远离A）的关联。这种阻塞会允许来自B C问题的B-dig关联占主导地位，产生观察到的更强的B-dig关联。



图7。 a：EF训练案例的快速海马编码可以阻止E和挖掘输出响应之间的元素关联（由较细的线显示）的图示，导致整体平衡有利于Eswitch关联，这不会受到影响 从这种阻挡效应，因此更强（如较粗线所示）。 B：在海马损伤模型中，不存在来自海马体的这种阻断效应，并且E和挖掘输出之间的元素关联大致等于开关输出的那些。 仅显示了紧密元素表示之间的临界权重。

内部问题缺乏海马阻滞

剩下的一个问题需要解决：如果海马体有助于学习锚定问题，为什么它不能有助于学习内部问题（B +C-，C +D-，D+ E-）？这个问题很重要，因为如果海马参与提供内部问题的快速联合表示，那么这些表示应该阻止所有刺激的关联学习，而不仅仅是B和E。这正是海马对这些刺激元素的不同影响，导致了老鼠神经网络的类似的传递行为。

我们的答案是内部问题是非线性判别问题。每个问题的构成完全与另一个问题重叠。例如，B+C-和C+D-共用C;C+D-和D+E-共用D;因此，每个刺激都是完全模棱两可的，经常相同概率地得到奖励和无奖励的结果。只有当动物或模型构建刺激对的联合表示时，才能解决这些问题。因此，人们可能会期待海马体的强大贡献（参见Sutherland和Rudy，1989）。然而，当我们之前详细探讨我们的模型如何解决非线性判别问题时，我们发现海马体通常不会促进更快的学习（O'Reilly和Rudy，2001）。这与文献一致（参见Rudy和Sutherland，1995，供审查）。我们将引用O'Reilly和Rudy（2001）的报告，报告中详细讨论了为什么会出现这种情况，却只有一个简短的总结。关键点在于，除了编码新的记忆之外，海马体还必须回忆以前存储的记忆，这些记忆通过CA3复发性抵押物支持的模式完成而发生。模式完成和模式分离（导致分离的联合表示的新编码）从根本上相互冲突（O'Reilly和McClelland，1994）;哪一个占主导地位取决于输入模式重叠的程度。因此，高度重叠的内部问题将倾向于触发回忆而不是新的编码。因此，海马将检索其他训练问题的答案，而不是学习当前问题的正确答案，这可以防止它产生阻塞效果。

认知重叠分析

为了进一步测试我们对网络行为的分析，我们测量了完整和损伤模型的关联皮质层中认知的重叠程度，以查看海马体是否影响这些表示。具体而言，我们预计在完整模型中通过海马体快速学习Ef连接将导致该Ef连接的认知与单个元素E和F的认知分离（即，通过海马模式分离来影响皮质）。实际上，这种分离使得模型能够使Ef训练问题正确（即，生成挖掘响应），即使E本身在完整模型中具有网络转换关联（图6）。相比之下，受损模型具有与挖掘更强烈关联的元素E权重，因此它仅在使用E和f的元素关联的条件下执行正确。为了验证这些想法，我们计算了Ef的关联层表示与元素E和f之间的欧几里德距离，并且发现在完整模型中该距离比损伤的距离大25％。因此，海马模式分离加强了单个元素皮质认知与连接的分离。



图8。逆行海马损伤对模型的试验性能的影响。 请注意，性能与完整模型的性能类似（图5）。 正如Dusek和Eichenbaum（1997）所论证的那样，这支持了我们的分析，海马通过阻断效应在训练期间做出贡献，而不是通过测试期间的灵活检索。

模型预测

我们对完整和损伤模型的模拟和分析提供了Van Elzakker等人报告的基本结果的解释。 （2003）和Dusek和Eichenbaum（1997）。 此外，该模型生成了许多预测，可以对其进行评估以进一步确定其有效性。 这些预测基于以下操作：当相对于训练，训练方案和海马亚区域的更多选择性损伤进行损伤时。

顺行与海马损伤的逆行效应

海马体通过其对学习的影响有助于在传递性测试中表现的想法是模型如何解释数据的基础。因此，正如我们所示，训练前的海马损伤（顺行性损伤）应该影响测试性能。然而，这种想法的另一个后果是训练后海马体的损伤（逆行损伤）不应影响测试性能。这是因为元素关联（确定测试性能）是在训练期间建立的，并且即使在受损的受试者或模型中也应该可用于影响测试性能。

我们通过在对五个问题进行训练之后但在BD，BE和AF上测试之前去除模型中的海马体来测试这种一般预测。图8显示在训练后移除海马回路不影响测试性能（参见图8和5）。

请注意，模型的预测与代表性灵活性理论的预测完全相反（Dusek和Eichenbaum，1997）。后一种观点假设海马体通过提供灵活的检索策略来支持传递性。因此，它预测海马的逆行损伤应该消除传染性。因此，对传染性测试中海马损伤的逆行效应的行为研究将对这两种观点提供强有力的检验。

用提示替换海马

根据我们的分析，海马体通过对EF和AB问题的阻断作用促成传递性推断。我们推断我们可以通过简单地提供额外的外部线索来模拟损伤模型中海马体的影响，所述外部线索可以产生与完整动物中通常产生的海马结合认知相同的阻断效应。具体来说，假设一个独特的提示，如形状或颜色（称为X）被添加到含有气味F的杯子中。这个X提示将为EF问题的表现提供独特，可靠的基础，就像我们一样认为联合海马表现在完整的老鼠中。特别地，该X提示将导致该EF问题的快速错误减少，并且因此阻止E刺激与挖掘响应的关联，导致元素权重的模式应当有利于BE传递推理问题的性能。图9显示该结果是在损伤模型中获得的，其中训练期间提供了X cue。通过简单地激活F刺激的两个附加单元来模拟该提示（这些单元之前从未在任何其他刺激中使用）。

使用提示改善BD性能

在本文和同伴文章（Van Elzakker等人，2003）中研究了五对训练问题（A B，B C，C D，D E，E F），BD上的表现总是比BE差。根据模型，这是因为B和D的挖掘响应的关联权重是相似的。然而，使用在先前预测中应用的相同类型的阻塞逻辑，我们可以通过在D E试验中向E杯添加独特的X提示来改变BD和BE的相对性能。这种操作使得与挖掘响应的D关联被X刺激阻挡，从而使D成为网络切换关联。这有利于在BD测试中选择B over D，如图10所示（注意，这种效果适用于完整和损伤的模型）。有趣的是，有了这个独特的X线索，完整的模型现在无法在BE测试中表现良好，因为EF测试中没有X线索，因此没有X线索的E获得净负（挖掘）关联BE表现。



图9。在训练中向刺激F添加特殊线索时，模型在测试试验中的损伤性能。 该提示通过阻断E和dig之间的关联来模拟海马体在产生更好的BE测试性能中的假设作用，否则将在EF试验中学习。



图10。当在D E训练试验中将独特的线索添加到刺激E时，模型对测试试验的完整性能。

该提示阻止D与挖掘响应的关联，给D一个有利于在BD测试中选择B的净开关关联。 请注意，BE上的表现现在是偶然的，因为在E F试验中E不会添加独特的提示，并且模型自身（没有提示）得到E是有益的。

CE测试案例

我们可以使用这些模型来预测CE测试问题的性能，这在老鼠中没有经过行为测试（Van Elzakker等，2003）。 基于图6中所示的关联权重，C与挖掘和切换具有大致中性的关联，只有轻微的挖掘偏好。 但是，完整模型对E具有强大的切换关联，这有利于在CE上选择C。 因此，我们预计CE上的表现将优于BD，但比BE差，因为B具有比C更强的净挖掘关联（即，C不会受益于A锚定效应）。 这被证实（图11）。 损伤模型中的CE性能比完整模型中的差，并且与BE基本相同，正如人们所期望的那样。

六对问题

因为模型中的所有测试探针性能都源于锚定效应而不是来自“真实”推断，因此如果网络在两个不直接受益于锚定的刺激上进行测试，则不应该执行上述机会。 这在迄今为止探索的五对问题中是不可能的，因为所有可能的新型测试探针都涉及B或E刺激，其直接受锚定现象的影响。 因此，我们将训练刺激扩展到从A到G的六对问题，使得锚定效应适用于B和F。因此刺激C，D和E应该相对不受影响，实际上我们发现对CE产生的测试产生了 低于模型的性能水平（图12）。 相反，正如锚定预测的那样，该模型的表现远高于BF试验的机会。

过度训练的效果

该模型对提供给模型的培训水平的影响做出了有趣的预测。在所有呈现到这一点的结果中，我们为网络提供了足够的培训，以在培训对上获得显着高于性能的水平。然而，当我们继续训练模型超出这一点时，会出现一个有趣的动态：我们发现传染性测试项目上的损伤模型和完整模型之间的差异消失了。回想一下，完整模型和损伤​​模型之间的完整差异在于阻塞效应，导致E表示不能获得EF训练模式的挖掘关联。相反，E表示与DE问题的切换相关联。然而，如果我们继续训练受损模型，EF问题比DE问题更容易，因为它确实具有明确的F刺激。因此，在某些时候，模型将很好地学习EF，并停止为E建立挖掘关联，同时仍然建立基于DE问题的切换关联。因此，我们预测，随着E获得更多的净开关关联，受损老鼠的BE测试性能将继续提高。 B挖掘关联将发生类似的动态。图13显示了损伤模型中的这种预测，其中培训量更大。



图11。与先前测试的问题相比，CE测试问题的性能。 基于关联权重（图6），E应该在完整模型中具有净开关关联，而C大致为中性。 因此，它应该落在BD（其中B具有小的网络挖掘关联并且D大致为中性）和BE（其中E具有网络切换关联，其与B的净挖掘关联以产生更好的性能）之间。 损伤的模型性能应该与BE大致相同。



图12。六对问题的测试问题的结果。 只有在这个问题上我们才能测试刺激，CE，它们不会以任何方式从锚定效应中受益。 CE上的不良表现支持我们的分析，即之前在其他测试中的良好表现是由于锚定效应。



图13。额外训练对损伤模型的影响，这改善了BE和BD的测试性能。 这主要是由于锚定效应的放大，其中锚定问题得到充分学习并且停止驱动关联权重（即，E与EF试验中的挖掘强烈关联，并且B与AB试验的开关关联性较弱）。 这些更改可提高测试性能。



图14。模型中齿状回（DG）损伤的影响，其在与整个海马损伤相同的方向上产生损伤，这是由DG导致的模式分离的丧失引起的。

Dentate Gyrus的病变

EF和AB训练模式的海马模式分离对于阻塞效应是至关重要的，这导致完整网络相对于受损网络的良好测试性能。根据我们对海马系统的详细分析（O'Reilly和McClelland，1994），齿状回（DG）对于模式分离特别重要，因为其极其稀疏的激活和大尺寸。此外，该区域是海马体中唯一可以损伤的主要区域，而不会完全阻断通过海马回路的激活流动。因此，我们测试了DG病变是否产生与整个海马体病变观察到的相同性质的损伤。事实上，他们确实如此（图14）。这为我们解释海马对传染性的依赖提供了支持性证据。具体地，DG的解剖结构有助于分离必要的模式，使得老鼠可以在测试试验中选择B超过E。在没有DG的情况下，海马体中的模式分离减少，从而减少了在完整模型中看到的阻断效应。

预测摘要

基于上述模型的实验，我们对可在老鼠中直接测试的实验做出以下预测：

1。与顺行性病变相比，逆行性海马病变（训练后，试验前）应产生相对较小的效果。请注意，这一预测与文献中的其他几项发现相矛盾，证明逆行病变的效果大于顺行病变（例如，Kim和Fanselow，1992; Maren等，1997; Frankland等，1998; Richmond等。 。，1999; Anagnostaras等，1999; Rudy等，提交;）。这是因为海马体的缺失可以通过皮层学习得到补偿（O'Reilly和Rudy，2001），但如果在训练期间海马存在，老鼠将优先依赖它，因此表现将是逆行性病变受损。

2。通过在F刺激上用独特的提示（例如，添加的颜色或形状）训练，可以产生具有与完整动物类似的顺行海马损伤的BE测试案例上的敏感性推断性能。这种独特的线索模拟海马结合认知的影响，并产生阻碍效果，导致选择B超过E。

3。通过在DE训练试验中为E刺激添加独特的线索，可以逆转完整动物中BE比BD表现更好的模式。同样，这会产生阻塞效应，使关联权重转移到有利于B而不是B而不是B超过E。

4。在完整动物中对CE进行测试应该产生介于BD和BE之间的性能水平。这是基于关联权重梯度。

5。在完整的动物中延伸六个训练对并在CE上进行测试应该产生任何测试探针的最差测试性能。只有在这种情况下，两种刺激都不会从锚定效应中获益。

6。与受损动物的继续训练应该在BE和BD上产生稳定的更好的表现，因为这有效地放大了锚定效果。

只有齿状回的选择性病变应该产生与完整海马病变相似的行为障碍，因为该区域支持的模式分离对于海马对正常表现的贡献是至关重要的。

讨论

我们已经使用我们的海马和新皮质的计算模型来理解海马体如何有助于测试老鼠的传递性推断性能。与Dusek和Eichenbaum（1997）提出的观点（参见Bunsey和Eichenbaum，1996）相反，他们认为海马体通过在测试点灵活地比较记忆痕迹做出贡献，我们发现我们模型中的海马系统有贡献。通过塑造训练期间学到的元素相关权重。具体而言，快速学习的海马认知通过减少锚点问题（AB，EF，在五对训练集中）的误差信号产生阻塞效应，以增加B选择的方式塑造B和E刺激的元素关联。在BE传递推理测试中超过E。然而，D刺激不会受益于这种锚定效应，因此BD上的表现很接近。在伴随文献（Van Elzakker等人，2003）中描述的行为研究中观察到这种结果模式，并且与逻辑推理理论不一致。我们使用我们的模型来预测顺行海马病变对五对问题的影响，这与Dusek和Eichenbaum（1997）报道的四对结果一致。最后，我们使用该模型进行七个独特的预测，可以根据经验进行测试，包括训练参数（训练量，额外线索，六对问题），病变（逆行，齿状回）和其他测试病例（CE）的操作。我们正在开始测试我们实验室中的一些预测。

我们可以将现在的模型与早期的化身进行比较（O'Reilly和Rudy，2001）。在该早期模型中，该模型推动了同伴文章中报道的研究（Van Elzakker等，2003），我们没有在模型中引入自适应刺激选择阶段，这导致了更平等的关联权重分布。在这种情况下，传递推理可能发生的唯一方式是通过模式完成效应，其中在四对问题中，BD测试问题触发模式完成到BC或CD训练问题。如果重新激活BC，将产生正确的B响应。但是，如果CD被重新激活，相关的C响应不合格，所以我们想象这个C将支持BC的召回，再次导致B响应。虽然我们确实认为这种模式的某些完成可以在当前模型中进行，但它被锚定效应产生的微分关联强度的更大和更可靠的效果所淹没。因此，我们将当前模型视为我们初始工作的演变，其中考虑了我们的初始分析中缺失的关键部分。开发早期模型并从中推导出明确的可测试预测的过程证明了计算建模方法的一个重要优势 - 它可以澄清一组想法，如果不经验测试支持它们就可以被拒绝。相比之下，更模糊的言语理论并不总是那么容易被测试。

**与其他传递理论的比较**

也许与我们的工作最直接的比较可以在Levy及其同事开发的模型中找到（Levy和Wu，1997; Wu和Levy，2001）。 Levy和Wu（1997）使用基于序列学习的海马驱动计算模型来解决类似的传递推理问题 - 网络在80％的时间内选择B超过D。然而，他们提出的唯一机制是BD对激活C神经元射击，其暗示B的选择，因为B击败C，并且在C的上下文中未选择D。这种解释类似于上述的模式完成理论并且与象征性的遥远效果不一致。因此，理解同一模型如何解释后续研究中的符号距离效应有点困难，因为没有描述任何机制（Wu和Levy，2001）。此外，他们的模型纯粹是海马，因此无法评估海马相对于皮质的独特贡献。

另一种神经网络模型由Siemann和Delius（1998）开发。该模型将我们关注的焦点放在个体刺激项目的关联强度上，作为传递行为的基础，但它与特定的神经系统无关。因此，它无法说明海马与皮质的独特贡献。此外，Siemann和Delius（1998）在他们的模型中引入了一些复杂和专业的学习机制，而我们的模型已经表明，更通用的学习机制可以产生差异关联强度和传递行为。

我们已经强调了我们的理论与Dusek和Eichenbaum（1997）之间的对比。然而，文献中还有其他理论说法更接近我们自己。特别是，我们对模型的分析中出现的锚定理论在精神上与von Fersen等人提出的价值转移理论相似。 （1991年）。该理论认为联想或奖励价值被转移到序列中的相邻刺激。从本质上讲，有人认为，因为老鼠不需要学习太多关于E来接近F，所以它只需要学习更多关于D的信息，以便通过E来接近它。反过来，这意味着老鼠只需要学习更多关于C而不是D的知识，然后在D上接近C的问题也会稍微容易一些。价值转移理论意味着锚定的影响传播到所有刺激，形成线性有序的奖励关系。

在我们的模型（图6）中观察到的对应于元素刺激A到F的权重值的排序顺序似乎支持刺激项目之间的线性有序奖励关系（Trabasso和Riley，1975; von Fersen等，1991） ）。然而，我们假设锚定效应足以仅对锚附近的刺激产生优先益处。此外，尽管在接近元素刺激时存在排序的权重顺序，但是当在B对D测试时，完整模型仍然不能很好地执行。虽然接近B的权重比接近D的权重更强，但是接近的趋势D仍然存在。如果老鼠碰巧首先采样D（即D接近），它可能接近它并且不能通过测试。价值转移理论似乎适用于元素刺激的兴奋性，但价值的差异并不一定产生足够的效果，导致老鼠选择具有名义价值优势的刺激。简而言之，为了始终如一地选择正确的刺激，老鼠必须既偏向于接近它又偏向于避免不正确的刺激。

该模型还可以通过添加由Davis（1992）实施的不一致的F A训练对来解决延长训练周期的问题。有人认为这一对使得循环不可传递，因为A现在处于层次结构的高（A B）和低（A F）两端。我们发现，当在模型中实现这种前提对的包装时，为了正确训练需要更多的试验。这是可以预期的，因为通过包裹，有效地消除了锚固条件。没有“拐杖”可以使任何一对更容易解决，因为任务是完全非线性的。因此，没有真实的传递性测试，并且模型在任何未经过训练的测试对上进行测试时都会偶然执行。

总结和结论

在对一系列判别问题（例如，AB，BC，CD，DE）进行培训后，非语言生物显示出传递性能：当使用新组合BD进行测试时，他们选择B。重要的是理解为什么会出现这种现象，因为它对人们可以假设有机体可以用来适应其环境的认知过程有影响。一种可能性是老鼠，鸽子和猴子都可以从训练集（A B C D E）中提取一些有序表示并显示传递性能，因为它们在给出BD问题时使用该有序信息来选择B。这里提倡的更简单的替代方案是传递性能发生，因为在训练期间每个刺激获得一些绝对量的兴奋强度，并且当受试者面对新颖的组合（BD）时，它选择具有最大兴奋强度的刺激。

尽管生物体可能具有从这种训练序列中提取顺序的能力，但是不需要如此高水平的认知来产生观察到的行为，并且简约性有利于更简单的分级兴奋强度理论。至少，要声称行为传递性是由高级关系过程调解的，实验者应该提供独立证据，证明选择刺激具有相同的兴奋力。

为了支持分级兴奋强度理论，我们证明了我们的海马和新皮层的计算模型（O'Reilly和Rudy，2001）为个体​​线索产生了分级的兴奋强度并产生了适当的传递性。此外，通过分析网络的内部状态（例如，元素相关权重），我们能够重建这种情况的发生，并指出海马体在促成刺激的最终兴奋值方面所起的微妙且可能是短暂的作用。具体而言，海马体快速和自动地创建EF锚的联合表示的能力阻止了对E的兴奋性调节。在开发计算模型之前，我们无法解释这种贡献。因此，我们将此视为模型如何能够提供对认知神经科学中微妙和复杂问题的独特见解的示例。通过测试我们从该理论中得出的含义，我们希望确定这种洞察力是否正确。
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