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Abstract

Modeling of the basal ganglia has played a major role in our understanding of this elusive group of nuclei. Models of the basal ganglia
have undergone evolutionary and revolutionary changes over the last 20 years, as new research in the fields of anatomy, physiology and
biochemistry of these nuclei has yielded new information. Early models dealt with a single pathway through the nuclei and focused on the
nature of the processing performed within it, convergence of information versus parallel processing of information. Later, the Albin–DeLong
“box-and-arrow” model characterized the inter-nuclei interaction as multiple pathways while maintaining a simplistic scalar representation
of the nuclei themselves. This model made a breakthrough by providing key insights into the behavior of these nuclei in hypo- and
hyper-kinetic movement disorders. The next generation of models elaborated the intra-nuclei interactions and focused on the role of the
basal ganglia in action selection and sequence generation which form the most current consensus regarding basal ganglia function in both
normal and pathological conditions. However, new findings challenge these models and point to a different neural network approach to
information processing in the basal ganglia. Here, we take an in-depth look at the reinforcement driven dimensionality reduction (RDDR)
model which postulates that the basal ganglia compress cortical information according to a reinforcement signal using optimal extraction
methods. The model provides new insights and experimental predictions on the computational capacity of the basal ganglia and their role
in health and disease.
© 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

The basal ganglia are involved in normal processing of
motor, associative and limbic information (Mink, 1996) and
play a major role in some of the most common movement

disorders such as Parkinson’s disease (PD) (Denny-Brown,
1962; Boraud et al., 2002; Wichmann and DeLong, 2003).
In the last 20 years extensive progress has been made in
our understanding of these nuclei. The accumulation of ex-
perimental data has paved the way for new models of basal
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ganglia functions. These models have, in turn, guided addi-
tional anatomical, physiological, biochemical and clinical
research.

In this review, we shall first describe the core features
of the experimental data underlying basal ganglia models.
We will then describe the evolutions and revolutions of
these models. Next, the review sets the groundwork for a
new model of the basal ganglia: the reinforcement driven
dimensionality reduction (RDDR) model. This model in-
corporates two general concepts from the field of machine
learning: dimensionality reduction and reinforcement learn-
ing. The description of the basic RDDR model is presented
in light of the known experimental facts and theoretical
frameworks. Lastly, we turn to enhancements of this basic
model that increase its scope in both the experimental and
theoretical domains.

Overall, the basal ganglia are comprised of complicated
structures with extensive and complex connectivity. In or-
der to “see the forest and not just the trees” any model
must ignore huge amounts of important information about
the studied areas. The decision is never easy, is always
very subjective, and clearly might be considered wrong to
other researchers working on the basal ganglia (Parent and
Cicchetti, 1998). It is thus worth stressing at the outset that
future generations of basal ganglia models will doubtless
use more and maybe even different features of current and
future knowledge. This review hopes to avoid polemics by
primarily providing information on experimental data and
the theoretical background that inspired our understanding
and hypotheses that serve as the basis for most current mod-
els of the basal ganglia. We hope that as previous models of
the basal ganglia have done, the RDDR model will shed ad-
ditional light on the mysterious and obscure functions of the
basal ganglia in health and disease. These insights should
lead to experimental predictions, which, when proved or
disproved, can then form the basis for future (and better)
models of the basal ganglia.

2. The biological basis of basal ganglia models

The basal ganglia participate in complex behaviors that
require coordination between cognition, motivation and
movements. This role is tightly linked to the anatomical
position of the basal ganglia as a central part of a neuronal
loop connecting most cortical areas with the frontal cortex.
The basal ganglia are comprised of many nuclei with com-
plex interactions among the neurons within each nucleus
and among the different nuclei. This section describes the
major issues of basal ganglia circuitry relevant to past and
present models of the basal ganglia. More general and com-
prehensive reviews regarding basal ganglia anatomy, physi-
ology and biochemistry can be found elsewhere (Parent and
Hazrati, 1995; Gerfen and Wilson, 1996; Bolam et al., 2000).
The biological background of this review is based primarily
on the organization of the primate and human basal ganglia.

Cortex

Striatum

Thalamus

STN

GPe

GPi/SNr

SNc

Cortex

Striatum

Thalamus

STN

GPe

GPi/SNr

SNc

D1D2

(a)

(b)

Fig. 1. The cortico-basal ganglia network. The box and arrow network of
the different pathways of the basal ganglia. (a) The early Albin–DeLong
network. (b) The up-to-date network. The early network is in black and
later additions are in gray. Glutamatergic synapses are denoted by arrows,
GABAergic synapses by circles and dopaminergic synapses by squares.

However, data and insights are also presented from rodent
work.

2.1. The basal ganglia nuclei

The striatum, the globus pallidus, the substantia nigra and
the subthalamic nucleus (STN) are generally considered to
be the main components of the basal ganglia. These com-
ponents are further divided into sub-nuclei. The striatum is
comprised of the caudate, putamen and ventral striatum (nu-
cleus accumbens). The pallidal complex is comprised of the
external (GPe) and internal (GPi) segments and the ventral
pallidum. Finally, the substantia nigra is divided into the
pars compacta (SNc), and the pars reticulata (SNr) (Fig. 1).

2.1.1. Striatum
The striatum is the primary input structure of the basal

ganglia. It is divided into the dorsal and ventral striatum.
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The dorsal striatum is further divided to form the caudate
nucleus and the putamen. The ventral striatum is the ven-
tral extension of the striatum that includes the nucleus ac-
cumbens, the medial and ventral portions of the caudate and
putamen, and the striatal cells of the olfactory tubercle and
anterior perforated substance (Gerfen and Wilson, 1996). It
receives massive and topographic glutamatergic (excitatory)
input from most parts of the cerebral cortex (Parent and
Hazrati, 1995) and from the multiple nuclei in the thalamus
(McFarland and Haber, 2000). The third major striatal input
is from the midbrain (the SNc and VTA) dopaminergic cells
(Haber et al., 2000).

Projection neurons make up the vast majority of the
striatal neurons and are referred to as the medium spiny
neurons (MSNs) of the striatum (Gerfen and Wilson,
1996). These medium sized (12–20 �m) cells have 25–30
dendritic branches and are covered by a large number of
spines (Difiglia et al., 1976; Wilson and Groves, 1980). The
branches radiate in all directions from the cell body to fill
a spherical volume of 0.3–0.5 mm3 (Gerfen and Wilson,
1996). Intracellular studies reveal that the membrane po-
tential of these cells has up and down states (Wilson and
Kawaguchi, 1996; Stern et al., 1997; Plenz, 2003). Evidence
for the occurrence of such two-state membrane potential
transitions come from numerical simulations and electro-
physiological recordings in awake monkeys (Kitano et al.,
2002). The transitions between the up and down states of
the MSNs are controlled to a large extent by extrinsic con-
nections (Wilson, 1993; Wickens and Wilson, 1998). This
leads them to shift between the down state characterized
by a zero firing rate to the short bursts of high firing rates
(20–40 spikes/s) that characterize the up state (Crutcher
and DeLong, 1984b; Hikosaka et al., 1989; Lee and Assad,
2003). The MSNs use gamma aminobutyric acid (GABA)
(Bolam et al., 1985), typically considered to be an in-
hibitory neurotransmitter (Tremblay and Filion, 1989), as
the primary transmitter and project to both segments of the
globus pallidus and to the SNr (Parent and Hazrati, 1995).

The striatum contains several types of interneurons
(Kawaguchi et al., 1995; Wilson, 1998; Haber and Gdowski,
2003), however we will discuss only two of them. The as-
piny type II neurons are the largest of the striatal cells and
represent about 1–2% of the total striatal population. These
are the cholinergic interneurons, which are identifiable by
their characteristic, spontaneous firing activity (3–10 Hz)
(Kimura et al., 1984; Hikosaka et al., 1989; Wilson et al.,
1990; Aosaki et al., 1995) and are therefore referred to as
tonically active neurons (TANs). The TANs’ spontaneous
firing patterns are by and large a function of the intrinsic
membrane properties of these cells (Bennett and Wilson,
1999; Bennett et al., 2000). These properties are modi-
fied by synaptic inputs that are influential in the temporal
regulation of spike sequences (Aosaki et al., 1994; Raz
et al., 1996). In addition, the TANs require only a rela-
tively small number of extrinsic synaptic inputs to directly
influence their spiking pattern (Bennett and Wilson, 1999).

Extracellular recordings have revealed that TANs encode
information related to reinforcement or incentive behavior
(see Section 2.6). Another type of striatal interneuron is the
parvalbumin-positive GABAergic fast spiking interneuron
(Bolam et al., 2000) which represent about 3–5% of the
striatal neuronal population. These cells have gap junctions,
indicating that they are coupled in a continuous network
(Koos and Tepper, 1999; Bolam et al., 2000). Thus, although
relatively few in number; their inhibition on medium spiny
projection neurons is likely to be particularly effective. Un-
fortunately, the GABAeregic interneurons cannot be identi-
fied by standard extra-cellular recording methods and data
regarding their modulation during behavior are still lacking.

Histochemical and tracing studies have demonstrated
discontinuities in transmitter-related molecules and affer-
ent terminal distribution patterns in the striatum (Kunzle,
1975; Goldman and Nauta, 1977; Yeterian and VanHoesen,
1978; Graybiel and Ragsdale, 1980). Acetylcholinesterase
(AChE)-poor striatal regions (termed striosomes) are sur-
rounded by a densely stained “matrix” (Graybiel and
Ragsdale, 1978). The significance of this compartmental
organization in the striatum is still debated (Gerfen, 1989).
In any case, within the striatum, the shape and extent of
dendrites of most types of striatal neurons is restricted by
the size and shape of the striatal compartment in which they
are found (Gerfen, 1985; Malach and Graybiel, 1986; Penny
et al., 1988). In contrast, the dendrites of the cholinergic
interneurons readily cross striosome/matrix boundaries.
Thus, these interneurons may help bridge between striatal
compartments (Graybiel et al., 1994).

2.1.2. STN
The second major input structure of the basal ganglia is

the STN which receives glutamatergic projections from the
frontal cortex and cortical somato-motor areas (Monakow
et al., 1978; Nambu et al., 1996). The STN is much smaller
(in volume and number of cells) than the striatum with
a ratio of 1:60 (Yelnik, 2002) in the primate to 1:200
(Oorschot, 1996) in the rodent. However, it plays a major
role in basal ganglia activity in both normal and pathologi-
cal conditions (Carpenter et al., 1950; Kitai and Kita, 1986;
Bergman et al., 1990; Nambu et al., 2002b). As with most
basal ganglia structures, the STN is largely composed of
projection neurons and contains only a few small interneu-
rons (Rafols and Fox, 1976; Yelnik and Percheron, 1979;
Chang et al., 1983). The projection cells are tonically ac-
tive (20–30 spikes/s) and fire short bursts during movement
(Matsumura et al., 1992; Wichmann et al., 1994). STN glu-
tamatergic (excitatory) projection neurons project to both
segments of the globus pallidus and to the SNr (Parent and
Hazrati, 1993; Smith et al., 1998a).

2.1.3. GPe
Classically, the GPe was considered to be a relay station

within the basal ganglia, receiving input from the striatum
and projecting to the STN (Albin et al., 1989; Alexander and
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Crutcher, 1990). The accumulation of new data demonstrates
that in addition to the classical connections there are STN
inputs to the GPe and back projections to the parvalbumin-
positive GABAergic interneurons of the striatum (Kita et al.,
1999; Bolam et al., 2000). Thus, the GPe is reciprocally
connected to both input structures of the basal ganglia, i.e.
to the STN (Carpenter and Strominger, 1967) and the stria-
tum. In addition, the GPe projects directly to the SNr (Sato
et al., 2000) and its projections create dense GABAergic
synaptic contacts with the soma of GPi neurons (Hazrati
et al., 1990; Shink and Smith, 1995; Smith et al., 1998a).
Therefore, in this review, we will emphasize the role of the
GPe (or the globus pallidus (GP)—the rodent equivalent of
the GPe) as part of the basal ganglia’s intrinsic circuitry.

The vast majority of neurons observed in the GPe are
large projection neurons with thick, smooth (spine free) and
long (up to 1000 �m) dendrites (Fox et al., 1974; Difiglia
et al., 1982; Park et al., 1982; Francois et al., 1984). Intra-
cellular physiological studies also identify two to three types
of neurons in the globus pallidus, with a single predomi-
nant type (Nakanishi et al., 1990; Nambu and Llinas, 1997;
Cooper and Stanford, 2000). Extracellular recordings of pal-
lidal spiking activity have revealed that the majority (>85%)
of GPe neurons have a high frequency (50–70 spikes/s) dis-
charge with pauses (DeLong, 1972). As with the striatum,
the major transmitter of the pallidal projection neurons has
been shown to be GABA (Oertel and Mugnaini, 1984).

2.1.4. GPi
The GPi, which receives GABAergic inputs from the

striatum and GPe and glutamatergic input from the STN,
is referred to as the output station of the basal ganglia.
The GABAergic outputs from the GPi project to thalamic
relay nuclei (the ventro-lateral thalamic nucleus; the ventral
anterior thalamic nucleus, the medio-dorsal (MD) nucleus,
and the lateral habenular nucleus) and to the intralaminar
(non-specific) thalamic nuclei, the centromedian and parafa-
sicular nucleus (Kuo and Carpenter, 1973; Kim et al., 1976;
Parent et al., 2001). Most of the anatomical, physiological
and biochemical features of the neurons of the GPi resem-
ble those of the GPe. (Fox et al., 1974; Difiglia et al., 1982;
Park et al., 1982; Francois et al., 1984; Nakanishi et al.,
1990). However, unlike the GPe neurons, almost all of the
GPi neurons have a high frequency (60–80 spikes/s) dis-
charge with no pauses (DeLong, 1972). The entopeduncular
nucleus (EP) is the rodent equivalent of the GPi.

2.1.5. SNr
The SNr is often considered a caudomedial extension

of the GPi based on morphology, connectivity, biochem-
istry, and physiology (Schwyn and Fox, 1974; Kitai, 1981;
Yelnik et al., 1987; Francois et al., 1987). The SNr, like the
globus pallidus, consists primarily of large projection neu-
rons with long, thick dendrites, which are almost completely
ensheathed with synaptic contacts from the striatum (Yelnik
et al., 1987; Francois et al., 1987). However, other evidence

points to some differences between the SNr and the GPi. The
SNr does not seem to be derived from the same developmen-
tal anlage as either the external or internal pallidal segments
(Merchand et al., 1986). In addition, the dopaminergic cells
of the ventral tier of the SNc have dendrites that penetrate
deep into the SNr. Somato-dentritic release of dopamine
(Jaffe et al., 1998), as well as GABA effects on SNc neu-
rons therefore suggest that the SNr relations with the SNc
dopaminergic neurons are more direct and complicated than
those of the GPi (Celada et al., 1999). Finally there are the
SNr-superior colliculus projections, which have a major ef-
fect on eye and attention-shift movements (Hikosaka and
Wurtz, 1983; Redgrave et al., 1992; Handel and Glimcher,
1999; Jiang et al., 2003). Nevertheless, due to their general
similarity of function, we will treat the GPi/SNr as a single
unified output stage of the basal ganglia.

2.1.6. SNc
The SNc and other midbrain dopaminergic neurons re-

ceive input from many structures including the striatum
(Heimer et al., 1982; Haber et al., 2000), the STN and the
limbic system (Haber and Gdowski, 2003). The midbrain
dopamine system is divided into the dorsal tier and ventral
tier cells (Haber et al., 2000). The dorsal tier cells include the
VTA (A10 in rodents), the retrorubral group (A8), and the
dorsal cells of the SNc (A9). The ventral tier cells include the
densocellular group and the cell columns that extend deep
into the pars reticulata. Nevertheless, the responses of DA
neurons recorded over different territories of SNc and VTA
are not significantly different (Schultz, 1998) and therefore
in this review we will treat the midbrain DA neurons as a
homogenous neural structure, reporting the same informa-
tion to its efferent structures.

Electrophysiological studies reveal two firing modes: ei-
ther single spikes or in bursts (Grace and Bunney, 1984ab).
In the behaving primate, the dopaminergic cells tend to fire
spontaneously at a low rate (4–10 spikes/s) with elevations
and suppressions of their firing rate which are related to
mismatch between behavior and prediction (Schultz, 1998)
(Section 2.6). Dopaminergic projections from the SNc and
the VTA terminate onto the spines as well as the dendritic
shafts of the MSNs of the striatum (Freund et al., 1984;
Smith et al., 1994; Hanley and Bolam, 1997). Electron mi-
croscopic studies indicate that cortical terminals are often
found on the heads of spines and dopaminergic terminals are
found nearby, but on the dendritic shafts (Dube et al., 1988;
Smith et al., 1994). The relationship between dopamine and
thalamic terminals in the striatum is less clear and is not
discussed in this review.

2.2. The basal ganglia pathways

Many areas in the nervous system are characterized by
their reciprocal connections. A good rule of thumb is that if
there are connections from area A to B, there will also be
anatomical connections from B to A. This is the situation
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in the cortex (Abeles, 1991; Scannell et al., 1995; Sporns
et al., 2002) and in the thalamo-cortical loops (Sherman and
Guillery, 2001; McFarland and Haber, 2002). However, the
classical picture of connectivity in the basal ganglia stands
in sharp contrast to this reciprocal connectivity rule. The
main pathways of the basal ganglia form a feed-forward
network with unidirectional connections from the cortex to
the input nuclei of the basal ganglia (striatum and STN),
from the striatum and the STN to the GPe, and from these
three structures to the output nuclei of the basal ganglia (GPi
and SNr). Finally, the GPi and the SNr provide unidirec-
tional projections to their target nuclei in the thalamus. The
feed-forward structure changes upon its termination at the
reciprocally connected network of the thalamus and the cor-
tex. The pathways finally create a partially closed loop by
projecting to the thalamus and frontal cortex that send input
back to the input nuclei of the basal ganglia.

2.2.1. Multiple feed-forward pathways
There are two main types of MSNs in the striatum: one

that co-contains substance P and GABA and projects primar-
ily to the GPi and SNr; and one that co-contains enkephalin
and GABA and projects primarily to the GPe (Gerfen et al.,
1990). MSNs that contain high mRNA expression levels for
substance P also co-contain mRNA for the dopamine D1 re-
ceptors, and cells that contain mRNA for enkephalin also
co-contain high mRNA expression levels for the D2 receptor
subtype (Gerfen et al., 1990; Aubert et al., 2000). The sepa-
ration of receptor subtypes within different pathways, along
with their different pharmacological actions and co-localized
neuropeptides, has been particularly important in defining
the functional framework of the “direct” and “ indirect” path-
ways (Albin et al., 1989; Alexander and Crutcher, 1990;
Gerfen et al., 1990) (Section 3.2). In this framework, the
“direct” pathway leads from the striatum directly to the GPi,
whereas in the “ indirect” pathway the information flows
from the striatum to the GPe, onwards to the STN and from
there to the GPi (Fig. 1a). However, in primates, the separa-
tion of the peptide co-transmitters into the two pallidal seg-
ments is not complete. Rather, the GPe contains substance
P-positive immunoreactivity along the medial boundary, and
enkephalin immunoreactivity is found in the medial por-
tion of the GPi (Haber and Elde, 1981; Reiner et al., 1999).
In addition, recent studies have reported subpopulations of
MSNs that co-express different subtypes of dopamine re-
ceptors (Surmeier et al., 1996; Nicola et al., 2000), suggest-
ing that the direct/indirect pathways are not as segregated as
once thought. We will therefore postpone discussion of the
direct/indirect concept to the advanced topics section of this
review (Section 7.6). The functional role of substance P and
the enkephalin is still in doubt (Steiner and Gerfen, 1998);
we will therefore not examine their neuromodulating effects
in this review. In addition to the cortico-striatal-pallidal path-
ways, studies in rodents (Kita, 1992; Ryan and Clark, 1992)
and primates (Nambu et al., 2000, 2002b) emphasize the
functional significance of the “hyper-direct” fast excitatory

pathway from the cortex to the STN whose effect on the
output nuclei is typically faster than the effect of the striatal
“direct” and “ indirect” pathways.

2.2.2. Feedback pathways
Exceptions are the rule in any biological system. The

main exception to the feed-forward structure is the dual role
of the GPe. Classically, the GPe was considered to be a relay
station in the indirect pathway, receiving information from
the striatum and sending it to the STN (Fig. 1a). However,
new research has shown that the GPe also receives input
from the STN and in addition sends output to the striatum
(Fig. 1b).The parvalbumin-positive, GABA interneurons of
the striatum which receive powerful input from the cortex
(Lapper et al., 1992; Kita, 1993), are also the target of a sig-
nificant back-projection from the GPe (Bolam et al., 2000).
In addition, the role of the reciprocal connections between
the GPe and STN has been emphasized in recent physiolog-
ical (Plenz and Kitai, 1999) and computational (Bevan et al.,
2002; Terman et al., 2002) studies. In conclusion, the GPe
maintain a high degree of bidirectional information flow with
the input nuclei of the basal ganglia (see also Section 2.1.3).
However, since the physiological role of these projections is
still unknown we will not discuss them further in this review.

A different reciprocal loop connects the striatum and
the midbrain dopaminergic neurons. In addition to the
dopaminergic innervation of the striatum (Freund et al.,
1984; Smith et al., 1994; Hanley and Bolam, 1997) (see also
Section 2.1.6), the striatum projects massively back to the
substantia nigra (Szabo, 1980; Parent et al., 1983). Some
studies indicate that these projections arise mainly from the
striosomes of the striatum (Gerfen, 1992). This reciprocal
pathway serves as a major component for the generation of
the reinforcement signal (Houk et al., 1995).

2.2.3. Completing the loop
The thalamus has long been thought to convey spinal

and subcortical information to the cortex, forming the last
link in the cortico-basal ganglia circuitry (Albin et al.,
1989; DeLong, 1990). Indeed, models of basal ganglia
function view the primary role of the thalamus as a relay
of information processed in the basal ganglia from the
GPi/SNr level to the cortex. The thalamic nuclear groups
that are associated primarily with this function are the
ventral anterior (VA) and ventral lateral (VL) nuclei and
the medio-dorsal thalamic nucleus (Haber and Gdowski,
2003). The organization of the thalamus (reticular nucleus
and specific and non-specific nuclei) and its reciprocal con-
nections with the cortex (Sherman and Guillery, 2001) are
beyond the scope of this review. However, the complex
reciprocal connections between the thalamus and the cortex
require some explanation. Injections of bidirectional tracers
into thalamic and frontal cortical sites also show that in
comparison to “ feed-forward” thalamo-cortical projections,
cortico-thalamic “back” projections to the ventral anterior,
ventral lateral and medio-dorsal nuclei are more widespread.
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These findings demonstrate both the reciprocal and
non-reciprocal components of the thalamo-cortico-thalamic
relay (McFarland and Haber, 2002).

Anatomical and physiological studies indicate that there
are projections from the intralaminar nuclei of the thalamus
(centro-medial/parafasicular) to the striatum and the STN
(Orieux et al., 2000; Haber and Gdowski, 2003). Recent
studies in primates show a substantial projection from the
VA and VL nuclei to the striatum, suggesting that the basal
ganglia loop is closed both at the level of the frontal cortex
and the striatum (McFarland and Haber, 2001).

2.3. Decrease in the neuronal population along the
cortico-striatal-pallidal pathway

The main axis of the basal ganglia in terms of number
of neurons is the pathway from the cortex to the striatum
and from there to the GPi and SNr. A striking feature of
this pathway is the funnel structure observed when looking
at the number of neurons along each step of the pathway.
The numbers themselves vary greatly depending on the ani-
mal and the research methodology. However, the same ratio
seems to persist across different studies. In terms of number
of neurons, the STN is very small relative to the striatum
(see also Section 2.1.2) and therefore is not discussed here.

The first convergence takes place from the cortex to the
striatum. The number of rat cortico-striatal neurons has been
determined to be 17×106 converging onto 1.7×106 striatal
neurons (Zheng and Wilson, 2002) which yields a conver-
gence ratio of 10. A second, and larger reduction in the num-
ber of neurons is between the striatum and the GPi and SNr
where the factor is in the range of 102–103. Research on the
rat (Oorschot, 1996) shows a factor of 95 [NStriatum/(NGPi +
NSNr) = 2790×103/(3.2×103+26.3×103)]. The numbers
in other species need to be deduced from the many studies
that have examined the different nuclei separately. It is im-
portant to note that pooling such data might lead to distor-
tions. In the macaque, the data were integrated by Percheron
et al. (1987) and indicated an even higher ratio of 571
[12, 000 × 103/(9 × 103 + 12 × 103)]. Research in humans,
conducted by several groups (Thorner et al., 1975; Schroder
et al., 1975; Percheron et al., 1987) reports a convergence
ratio of 347 [110, 000 × 103/(160 × 103 + 157 × 103)].

An open question is the number of thalamic neurons re-
ceiving projections from the GPi/SNr, and the number of
(frontal) cortical neurons connected to these thalamic neu-
rons. Although indirect evidence supports the notion of an
increase in the number of neurons in these stages (Arecchi
et al., 1997; Francois et al., 2002), and therefore a bottle-neck
structure of the cortex-basal ganglia-cortex loop, we are not
aware of any quantitative study of these aspects.

2.4. Inhibitory collaterals—anatomy and physiology

Axon collaterals of the medium spiny neurons of the
striatum terminate within the striatum, onto both striatal

interneurons and other medium spiny cells (Bolam et al.,
2000). Terminals of the MSNs form symmetrical synap-
tic contacts and contain GABA (Bolam et al., 1985; Kita,
1993; Smith et al., 1998b). Such GABAergic synapses are
considered inhibitory and their connections to the nearby
projection neurons would theoretically indicate lateral inhi-
bition (Wickens, 1993; Wickens and Oorschot, 2000). How-
ever, early physiological studies failed to find the signature
of such lateral interactions in the striatum and concluded
that they were weak or non-existent (Jaeger et al., 1994).
More recent studies, using averaging methods (to enhance
the signal to noise ratio) have revealed inhibitory synaptic
potentials between striatal projection neurons both in slice
and organotypic tissue culture preparation (Tunstall et al.,
2002; Czubayko and Plenz, 2002). The inhibitory potentials
were found in less than a third of the tested pairs, and in
most cases were unidirectional and not reciprocal.

The projection neurons of the globus pallidus give rise
to thick, sparsely spined, poorly branching dendrites (Fox
et al., 1974; Iwahori and Mizuno, 1981; Difiglia et al., 1982;
Yelnik et al., 1984). These dendrites are very long, some-
times creating dendritic radii in excess of 2 mm in their
principal plane with the very distal portions often branch-
ing elaborately to form complex dendritic endings (Difiglia
et al., 1982; Francois et al., 1984; Difiglia and Rafols,
1988). The physiological significance of these specialized
dendrites is not understood, although it has been suggested
that they may contribute to local synapses between neigh-
boring pallidal neurons (Yelnik et al., 1984; Francois et al.,
1984; Shink and Smith, 1995). Another feature of many
large pallidal and SNr neurons is the fine, beaded, generally
unbranched axonal-like processes originating at irregular
intervals from pallidal dendrites. These extend for moderate
distances (mean, 80 �m) and, in some instances, appear to
contact the soma or dendrites of adjacent neurons (Francois
et al., 1984; Yelnik et al., 1997). Evidence of local arboriza-
tion has been found in multiple animals (Kita and Kitai,
1994; Yelnik et al., 1997; Nambu and Llinas, 1997; Bevan
et al., 1998; Parent et al., 2000; Sato et al., 2000). Sato
et al. (2000) have shown that one-third of primate pallidal
neurons have several collaterals that arborize within their
entire somatodendritic domain and even beyond it. As with
the complex endings of pallidal dendrites (Francois et al.,
1984), these thin processes appear to be more frequent
within the GPe than in the GPi. In a slice preparation of
the GP, spontaneous IPSP can be observed (Cooper and
Stanford, 2000). The authors suggest that these IPSP arise
from active GP cells in the slice. However, GP to GP
synaptic connectivity has only been observed in 1 out of 40
recorded pairs, and their spontaneous and glutamate evoked
spiking activity was not correlated (Stanford, 2003).

Cross-correlation studies of spiking activity of pairs of
neurons recorded simultaneously in behaving primates can
reveal whether these neurons receive common inputs and
whether they directly affect each other’s activity (Perkel
et al., 1967; Eggermont, 1990). Common inputs lead to
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a higher level of coincident action potentials, resulting
in a double-sided peak in the cross-correlation function,
whereas direct synaptic connections lead to one-sided
peaks or troughs in the cross-correlation functions. Flat
cross-correlograms, on the other hand, indicate an absence of
direct and indirect interactions between the neurons. There-
fore, cross-correlation studies are essential to determine the
different possible modes of functions in the basal ganglia
(Bergman et al., 1998). Multiple electrode recordings (Baker
et al., 1999) and spike sorting methods (Lewicki, 1998) that
enable discrimination between two neighboring neurons
whose electrical activity were recorded by a single electrode
are the main methods used to achieve this goal. Recordings
of striatal pairs in behaving monkeys (Jaeger et al., 1995)
and recordings of striatal pairs in anesthetized rats (Stern
et al., 1998) have shown no significant correlations on a short
timescale. Less than 10% of the pallidal cross-correlograms
(calculated at different behavioral epochs) displayed signif-
icant correlations in the normal monkey (Nini et al., 1995;
Raz et al., 2000; Heimer et al., 2002). A study of the firing
patterns of neighboring neurons shows that they have the
same characteristics as remote neurons within the globus
pallidus, namely uncorrelated firing (Bar-Gad et al., 2003).

In conclusion, there is extensive anatomical evidence for
lateral inhibitory connections in the striatum. A similar pic-
ture, although probably less extensive, can be found in the
globus pallidus. Nevertheless, intracellular and extra-cellular
physiological studies have revealed only weak and sparse
functional lateral connectivity within these structures. This
lack of functional strong lateral connectivity is a major im-
petus for our model of the basal ganglia and will be dis-
cussed in depth below.

2.5. Basal ganglia connectivity

The identified pathways between the nuclei provide only
part of the information needed to understand the complex
connectivity within the basal ganglia. Understanding the pat-
tern of connectivity between nuclei requires a fuller descrip-
tion involving a number of aspects. The first is the amount
of convergence that occurs within the nuclei (Bergman et al.,
1998); namely, does all the information merge together or
are there parallel pathways segregating parts of the informa-
tion? The second aspect is the sparseness of the organiza-
tion, i.e. how much of the total input each neuron sees. These
two aspects are actually intertwined and form a multitude of
other characteristics of connectivity such as the topographic
nature of the organization, differentiation between regions,
and levels of common input. The computational aspects of
the relationship between sparseness and organization will be
discussed later (Section 7.5).

2.5.1. Parallel versus funnel-like connectivity
There are two extreme views regarding the amount of

anatomical or information sharing in the basal ganglia
(Percheron and Filion, 1991). The first view holds that

neurons in the output stage of the basal ganglia receive a
highly convergent input leading to information funneling
(Bolam et al., 1993; Percheron et al., 1994), whereas the
second view describes the basal ganglia as segregated par-
allel circuits with minimal interactions between the parallel
pathways (Alexander et al., 1986; Alexander and Crutcher,
1990; Parent and Hazrati, 1993; Middleton and Strick,
2000).

Although the extent of the cortico-striatal projections
is large, the main terminal region is localized in the most
adjacent position to its cortical input (Kemp and Powell,
1970; Selemon and Goldman Rakic, 1985). In general,
cortico-striatal projections terminate in a functional to-
pographic manner (Takada et al., 1998; Tokuno et al.,
1999) and can be roughly divided into the limbic, cogni-
tive and motor domains (Parent and Hazrati, 1995). Thus,
cortico-striatal projections terminate along the ventral to
dorsal axis of the striatum. The dorso-lateral striatum (puta-
men) receives cortical input from sensory-motor areas, the
central striatum (caudate) receives input from associative
cortical areas, and the ventro-medial striatum receives in-
put from limbic areas. For example, there is no substantial
overlap between cortical inputs from the rostral (high-order
cognitive control of movement) and caudal (motor execu-
tion) cingulate motor in the striatum (Takada et al., 2001).
Anterograde labeling of the striato-pallidal projections in
monkeys also supports the general concept of segregated
basal ganglia pathways. The striato-pallidal fibers are orga-
nized in multiple elongated bands parallel to the external
borders of the pallidum (Parent, 1990). Striato-pallidal ax-
ons originating from neurons located at the caudate nucleus
(associative striatal territory) or at the post-commissural
putamen (sensory-motor territory) remain well segregated
from one another at the GPe and GPi levels (Parent, 1990).
Furthermore, anterograde double labeling studies revealed
that striatal axons emerging from adjacent groups of stri-
atal neurons are segregated at the pallidal levels (Hazrati
and Parent, 1992). The striato-nigral projections are orga-
nized in multiple, distributed but segregated plexuses like
the striato-pallidal projections (Hazrati and Parent, 1992).
Anatomical studies of trans-neuronal virus transport also
support the notion of a parallel macro-organization of the
basal ganglia. Thus, different frontal cortical areas project
most densely to distinct striatal regions (input channels)
and each of these cortical areas is influenced by projection
from distinct GPi regions (output channels) (Hoover and
Strick, 1993; Middleton and Strick, 2002).

Early electrophysiological studies also support (and were
even a major impetus for) the concept of segregated par-
allel organization of the basal ganglia (Alexander et al.,
1986). Single unit and micro-stimulation studies of striatum
(Crutcher and DeLong, 1984a; Alexander and DeLong,
1985) and pallidum (DeLong et al., 1985) revealed
somato-topic organization of these structures. Moreover,
the lack of pallidal units with clear relations to both arm
and leg movements (DeLong et al., 1985; Alexander and
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Crutcher, 1990) suggest that the segregation may even ap-
ply to specific body parts. Electrophysiological stimulation
studies of MI and SMA (Nambu et al., 2002a) reveal that
most striatal neurons respond exclusively to MI stimulation
or to SMA stimulation and that MI and SMA responding
neurons are distributed predominantly in different portions
of the putamen. Similar studies have also shown segregation
of pallidal neurons receiving inputs from different cortical
fields (Yoshida et al., 1993).

On the other hand, the supporters of the “ funneling” model
emphasize the fact that in all gross tracer and virus studies
the borders between the different territories are not sharp,
and extensive overlap and interdigitation exist in the stria-
tum (Kunzle, 1975; Yeterian and VanHoesen, 1978; Selemon
and Goldman Rakic, 1985; Ramanathan et al., 2002), GPi
(Flaherty and Graybiel, 1993; Bolam et al., 1993) and STN
(Kolomiets et al., 2001). Moreover, the wide dendritic ar-
borization of pallidal neurons oriented at right angles to the
incoming striatal axons (Percheron et al., 1984), the collat-
eral system in the striatum and even in the pallidum (Parent
et al., 2000), the divergent STN projection to the GP, and
finally the substantial reduction in the number of neurons
from the striatum to the globus pallidus suggest extensive
convergence or funneling at the pallidal level.

Careful analysis of the results of the physiological stud-
ies has shown that even in these studies, the picture is not
entirely black or white. The micro-stimulations studies cited
above (Nambu et al., 2002a) report that about 20% of the
recorded striatal neurons responded concurrently to stimu-
lation in both the MI and SMA. Similarly, a considerable
number of pallidal neurons were inhibited by the stimula-
tion of more than one cortical area (the prefrontal, premo-
tor, supplementary motor and arcuate premotor areas, and
the motor cortex) (Yoshida et al., 1993). Funneling of inputs
from remote striatal neurons to a focal area in the pallidum
was also demonstrated by orthodromic stimulation of the
striatum (Kimura et al., 1996). Our recent studies of mon-
keys involved in a complex behavioral task also revealed
a significant fraction of neurons with responses to multiple
behavioral events, including events which classically belong
to the limbic, cognitive and motor domains.

2.5.2. Sparse connectivity
The connectivity between the nuclei along the main axis

of the basal ganglia is extremely sparse. Out of an order of
108 cortico-striatal neurons in the primate (based on a ratio
of 10 between cortico-striatal and striatal neurons (Zheng
and Wilson, 2002) and an order of 107 striatal neurons in
the primate (Percheron et al., 1987)), a single striatal neu-
ron receives on the order of 104 cortical synapses (Wilson
et al., 1983; Ingham et al., 1993). Thus, assuming that each
synapse originates from a different cortical neuron, a single
striatal neuron receives input from at most approximately
0.01% of the cortical neurons innervating the striatum. The
same holds true in the GPi which is innervated by around
107 striatal neurons (Percheron et al., 1994), whereas each

pallidal cell has only about 104–105 synapses (Percheron
et al., 1994) originating from the striatum. Therefore, a typ-
ical pallidal neuron receives at most input from 0.1 to 1% of
the striatal projection neurons. The connectivity between the
neurons within the same nucleus via the GABAergic collat-
erals is also limited in its scope. Striatal neurons have about
103 collateral synapses (Kawaguchi et al., 1995) leading to
a maximal probability of 0.01% for a synapse with another
striatal projection neuron. Pallidal neurons form a smaller
number of collateral synapses, probably on the order of 102

synapses (Parent et al., 2000) and a connection ratio of 0.1%
within the nucleus. It is crucial to remember that even these
low connectivity factors between and within the nuclei rep-
resent the highest probability estimate. Any occurrence of
multiple synapses between neuron pairs would decrease the
probability of a connection with other neurons even further
(Kincaid et al., 1998; Zheng and Wilson, 2002).

However, the connectivity between the neurons of dif-
ferent nuclei and within the nuclei is not uniform. Specific
pairs of neurons tend to have increased probability for a
synapse depending on topographic and other organizational
properties. Thus, these neurons tend to be “nearby” , either
functionally or spatially (Wilson, 2000). Cortico-striatal ax-
ons tend to create groups of synapses within a limited area
(Kincaid et al., 1998), and the distance between the synapses
follows an exponential distribution (Kincaid et al., 1998). In
addition, the (at least partial) topographic organization of the
striatum is derived from the fact that neurons participating in
the same function tend to converge to the same area (Yeterian
and VanHoesen, 1978; Selemon and Goldman Rakic, 1985;
Flaherty and Graybiel, 1991). Thus, the probability of stri-
atal neurons within the same topographic compartment to
receive inputs from the same neuron or neighboring neurons
within the cortex is significantly elevated. The pallidum also
displays a topographic organization (DeLong et al., 1985),
and the arborization of the striatal axons tends to follow a
specific pattern (Hazrati and Parent, 1992). Striatal MSNs
have a spherical shape to their dendritic and local axonic
trees (Wilson, 2000), limiting the range of their connectivity
to the diameter of 400 �m (Wilson and Groves, 1980) and
thus leading to lateral connectivity limited to neighboring
neurons. In addition, the dendrites of the MSNs do not cross
the border between patch/matrix compartments (Malach and
Graybiel, 1986). In the pallidum, the collaterals are sparse,
and the size of the dendritic tree is about 1000 �m. How-
ever, as in the striatum, the collaterals are spatially orga-
nized, innervating spatially nearby neurons (Kita and Kitai,
1994; Yelnik et al., 1997; Nambu and Llinas, 1997; Bevan
et al., 1998; Parent et al., 2000; Sato et al., 2000). An inter-
esting observation by J. Yelnik (private communication) is
that “as pallidal neurons are very few in number in compar-
ison to spiny striatal neurons, a rather poor local arboriza-
tion could be sufficient to interconnect an equal proportion
of neighboring neurons in both structures.” .

Overall, the striatum seems to be divided into domains
(Wilson, 2000) with a higher level of connectivity and zero
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or very low connectivity between domains, possibly medi-
ated by interneurons (Kawaguchi et al., 1995). The pallidum
also has a topographic division, however it is less clear-cut
(Hamada et al., 1990). Thus, nearby striatal and pallidal neu-
rons tend to share inputs representing the same functions in
their input structures.

2.6. Reinforcement signals in the basal ganglia

Adaptive behavior requires the evaluation of environ-
mental stimuli with respect to their behavioral significance
(Robbins and Everitt, 1996). Neuromodulators such as
dopamine and acetylcholine neurons acting in the striatum
emit signals that can perform such an evaluation. These
substances affect the plasticity of cortico-striatal transmis-
sion (Calabresi et al., 2000; Reynolds et al., 2001) and are
therefore good candidates to serve as teachers of the basal
ganglia system.

2.6.1. The dopaminergic signal
Midbrain dopamine neurons play a key role in the ac-

quisition of new behaviors. While early studies emphasized
the role of dopamine in reward-related (hedonic) behavior
(Fibiger and Phillips, 1988; Wise and Rompre, 1989) the
recent seminal studies by Schultz and colleagues reveal
that the primary function of dopamine neurons is to report
the mismatch between the animal’s prediction and reality
(Hollerman and Schultz, 1998; Schultz, 1998; Waelti et al.,
2001; Fiorillo et al., 2003) (but see (Redgrave et al., 1999;
Horvitz, 2000)). Striatal responses to dopamine are hetero-
geneous and are probably determined by multiple variables
including complex interactions between several receptors,
the state (up or down) of the striatal neurons and the fir-
ing pattern (tonic versus burst firing) of the dopaminergic
neurons (Di Chiara et al., 1994; Arbuthnott and Wickens,
1996; Cepeda and Levine, 1998; Wickens and Oorschot,
2000; Calabresi et al., 2000). In this review, we will em-
phasize the recent findings showing that dopamine controls
LTP/LTD in the cortico-striatal pathway (Wickens et al.,
1996; Centonze et al., 1999; Kerr and Wickens, 2001).

2.6.2. The cholinergic signal
Extra-cellular physiological recordings in the striatum

of awake, behaving monkeys have revealed pauses in the
spontaneous TAN firing, often flanked by excitation in con-
junction with rewarded (but also aversive) events (Kimura
et al., 1984; Crutcher and DeLong, 1984b; Liles, 1985;
Apicella et al., 1991; Ravel et al., 2003). TANs are therefore
thought to be involved in the detection of stimuli that have
inherent motivational significance (Kimura et al., 1984;
Aosaki et al., 1994; Apicella et al., 1997; Ravel et al., 2001).
Our recent study of dopaminergic and TAN neuronal popu-
lations in monkeys performing a probabilistic instrumental
conditioning task reveals that while the response of the
dopamine neurons reflects a mismatch between expectation
and outcome, the TAN’s response was indifferent to the

predictability or reward value of the events. The spiking
activity of the TANs is highly temporally correlated (Raz
et al., 1996; Kimura et al., 2003). The different responses
and correlation patterns of dopaminergic neurons of the SNc
and TANs suggest that the two systems do not mirror one
another. The data are in line with the working hypothesis
that the cholinergic signal informs the basal ganglia when
to learn, the dopaminergic signal tells them how to learn,
and the nature of the previous cortico-striatal activity de-
fines what will be learned (Section 4). Since acetylecholine
reduces the responsiveness of striatal projection neurons to
cortical inputs by fixing their up/down state (Akins et al.,
1990), the pause in firing the TANs, exhibited in response
to behaviorally significant events, may serve to ensure that
the striatal neurons “get the message” in time, enabling
the dopaminergic reinforcement signal to strengthen the
synaptic efficacy between co-activated cortical and striatal
neurons.

2.6.3. Other reinforcement signals
The other main brainstem input to the striatum is sero-

tonergic and arises from the dorsal and medial raphe nu-
clei (Lavoie and Parent, 1990). Unlike the distribution of
dopaminergic terminals in the striatum, serotonergic ter-
minals are not evenly distributed throughout the striatum.
Rather, they are more abundant in the ventral striatum
(Lavoie and Parent, 1990). There are very few physiological
studies (Sawyer et al., 1985) on the role of these neuromod-
ulating systems in the functions of the basal ganglia, and we
will devote no further attention to them in the present review.

2.7. Pathophysiology of the basal ganglia

A relationship between the substantia nigra and
Parkinson’s disease was first postulated at the turn of the
19th century (Brissaud, 1895). This was later confirmed by
the demonstration of progressive cell loss in the substantia
nigra of Parkinson’s patients (Hassler, 1939). The connec-
tion between the neurotransmitter dopamine and the sub-
stantia nigra was made by the discovery that dopamine was
depleted in PD patients (Ehringer and Hornykiewicz, 1960).
The development of the primate 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP) model of Parkinsonism in the
early 1980s (Burns et al., 1983; Wilms et al., 1999) enabled
great strides forward in our understanding of the pathophys-
iology of Parkinson’s disease. The MPTP model serves as
the key model for basal ganglia disorders in this review. In
addition, insights are incorporated from other animal models
such as the 6-OHDA rodent model and from human studies.

Several primate studies have shown that MPTP has a dif-
ferential effect on firing rates in the different basal ganglia
nuclei. The average firing rate of GPi and STN neurons
increases from ∼80 to ∼100 spikes/s (Miller and DeLong,
1987; Filion and Tremblay, 1991; Boraud et al., 1998)
and from ∼20 to ∼25 spikes/s (Miller and DeLong, 1987;
Bergman et al., 1994), respectively. The rate of GPe neurons
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decreases from ∼70 to ∼50 spikes/s (Miller and DeLong,
1987; Filion and Tremblay, 1991; Boraud et al., 1998) (but
see (Boraud et al., 2002) for unaltered firing rates). The
finding of an abnormal tonic firing rate in the basal ganglia
of MPTP monkeys was confirmed in human PD patients
(Merello et al., 1999; Levy et al., 2001) and by the alleviation
of all Parkinsonian symptoms by ablation or inactivation of
the GPi or STN (Bergman et al., 1990; Benabid et al., 1994).

In addition, firing patterns in the basal ganglia circuit of
primates are dramatically altered following MPTP treatment.
There is an increase in the percentage of neurons that dis-
charge in irregular or oscillatory bursts (Miller and DeLong,
1987; Filion and Tremblay, 1991; Bergman et al., 1994;
Boraud et al., 1998). Studies in human PD patients have
reported cells whose discharge is modulated in the tremor
frequency range in GPi and in the STN (Levy et al., 2002).
However, the correlation between tremor and neuronal os-
cillations is at best intermittent and is dynamic in nature
(Hurtado et al., 1999; Lemstra et al., 1999; Raz et al., 2000).

In normal behaving animals most of the cross-correlograms
between pallidal neurons are flat, indicating that the neu-
ronal pair is functionally independent (Nini et al., 1995;
Raz et al., 2000). However, physiological studies in the
globus pallidus of MPTP-treated monkeys demonstrate that
the cross-correlograms become peaked and oscillatory (Raz
et al., 2001; Heimer et al., 2002). Similar findings of in-
creased synchronization within primate brains following
MPTP treatment have been found in primary motor cortex
(Goldberg et al., 2002), among striatal TANs and between
the TANs and pallidal neurons (Raz et al., 1996, 2001).

In conclusion, physiological studies of the basal ganglia
of MPTP treated primates and PD human patients have re-
vealed significant changes in the firing rate, pattern and syn-
chronization of these structures. The amelioration of most
Parkinsonian symptoms by inactivation or deep-brain stim-
ulation of several basal ganglia targets, further suggests that
these or other changes in basal ganglia activity (following
striatal dopamine depletion) are the main cause of the these
symptoms.

3. Evolution and revolutions of basal ganglia models

Over the last 20 years, information processing mod-
els of the basal ganglia (Beiser et al., 1997; Gillies and
Arbuthnott, 2000) in health and disease have undergone
revolutionary and evolutionary changes. Early models of
these nuclei dealt with the main pathway; namely, the
pathway from the cortex sequentially through the stria-
tum to the globus pallidus. These single pathway models
were primarily concerned with the functional organiza-
tion of this loop and the issue of parallel processing
(Alexander et al., 1986) versus convergence (Percheron
et al., 1984) of information along the pathway. The in-
corporation of other known pathways within the basal
ganglia into the models shifted the focus to the delicate

interplay between these multiple pathways. Descriptions
of the pathways and their interaction using the box and
arrow models led to multiple insights into the function
of the basal ganglia in health and disease (Albin et al.,
1989; DeLong, 1990). The number and complexity of
elements in the pathways (“boxes” ) and their interac-
tions (“arrows” ) grew to encompass new anatomical and
physiological data (Wichmann and DeLong, 1996). This
evolution of the box and arrow models led in turn to the
opening of the boxes, describing the internal nuclei struc-
ture, and modeling the interplay within the nuclei in both
the spatial and temporal domains (Hikosaka et al., 1993).
This generation of models focused on action selection
properties of the basal ganglia using more elaborate neural
networks emphasizing the computational properties of the
nuclei (Wickens, 1997). Recent work expands the basal
ganglia models to incorporate information flow within the
larger framework of the information loop from the cortex
through the basal ganglia and back to the cortex, creating
a partially closed loop functioning in sequential processing
(Berns and Sejnowski, 1998).

3.1. Single pathway models

Early models of the basal ganglia emphasized the cen-
tral pathway of information: the feed-forward flow from
the cortex, through the striatum to the GPi. Despite the
general consensus regarding the direction of the informa-
tion flow and the associated nuclei, there was (and still is)
controversy concerning the interaction of information from
multiple sources flowing through the basal ganglia. The two
extreme views are that there is either convergence of all the
disparate information from many domains or a parallel flow
of information through segregated loops.

Percheron et al. (1984) used anatomical data to demon-
strate the convergence of multiple striatal sources onto the
same pallidal neurons. Each pallidal neuron can have access
to a very large number of striatal axons passing through
its dendritic tree. This anatomical structure can lead to the
convergence of sensorimotor, associative and limbic infor-
mation and therefore can serve as a substrate for integration
of dispersed cortical information. In addition, this conver-
gence is highest in neurons of the GPi, which is the output
part of the basal ganglia. The convergence is not only the
result of the reduction in the number of neurons (“cardinal
convergence” ) but primarily the outcome of the shape of the
emitting axonal and receiving dendritic arborization (“ re-
ception convergence” ) (Percheron and Filion, 1991). Later
electrophysiological data (Yoshida et al., 1993) supported
the anatomical data, showing that although the inputs seem
to segregate into two parallel loops, there is still high con-
vergence from multiple sources in the cortex to the globus
pallidus within each loop.

In contrast, in the parallel segregated loops model, in-
formation derived from different domains is believed to be
segregated within separate loops and no interaction occurs
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between the different parallel pathways. In this model, the
different loops arise from different cortical areas, maintain
a separation throughout their flow through the basal gan-
glia and thalamus and finally end up in different areas in
the frontal cortex. The original division was into a “motor”
loop and an “associative” loop (DeLong and Georgopoulos,
1981). The division was extended to five function-
ally distinct parallel loops that originate from different,
functionally-related cortical areas, from which a conver-
gent process occurs within each segregated loop separately
(Alexander et al., 1986). The division into five loops was
further granulated by a subdivision of the motor loop into
three separate and seemingly segregated pathways con-
necting different pallidal areas with distinct cortical areas
(Hoover and Strick, 1993). This type of subdivision led to
the extension of the notion of parallel processing to process-
ing within the different loops and not only to the relation
between the different loops (Alexander and Crutcher, 1990).
The division into sub-channels within the loops was sug-
gested as the result of the somatotopic organization and the
topographical projection in the different nuclei. The sepa-
ration into multiple loops restricts information convergence
and integration to be at most within the narrow sub-channels.
Recent publications tend to describe a large number of
loops of information flowing through the basal ganglia, e.g.
10 loops have been reported (Middleton and Strick, 2000)
with distinct anatomical and physiological characteristics.

These two extreme views, a converging funnel that in-
tegrates all the cortical information, or a parallel pathway
structure that keeps the information segregated through-
out the cortico-basal ganglia-cortical loop, were merged in
some of the later models to create more complex functional
architectures. One such architecture is constructed of open
interconnected loops (Joel and Weiner, 1994). This archi-
tecture, which relies on divergence from the striatum to
the SNr and GPi, assumes that although the output from
a single frontal cortical area is sent to a single input area
in the basal ganglia, it receives the input from at least two
basal ganglia output nuclei. This causes at least some of
the loops through the basal ganglia to return to areas other
than the ones that served as their input (i.e. an open loop).
This theory deviates from the idea of closed loops which
keep information segregated, and rather presents a complex
interconnection and information flow between different
cortical areas due to the multiple targets of the returning in-
formation. A different method of integrating parallel loops
was proposed in the ascending spirals model (Haber et al.,
2000). In this model, the integrating factor of the loops is
not the frontal cortex but rather the striato-nigral system.
The model is based on findings that the nigro-striatal loop
is not a topographically reciprocal closed loop. Rather,
nigral (dopaminergic) projections also extend to striatal
areas that did not innervate them, thereby passing informa-
tion between different striatal areas. The information flow
within the loops is thus modulated by the activity of other
loops.

3.2. Multiple pathway models

The accumulation of data regarding the complexity of
basal ganglia connectivity shifted the focus of models to
the interactions between the different nuclei and pathways.
Mapping the anatomical components and their chemical in-
teraction formed the basis for the box and arrow model of the
basal ganglia (Albin et al., 1989; DeLong, 1990) (Fig. 1). In
this model, the various nuclei are modeled as simplified units
(“boxes” ), which can increase or decrease their overall firing
rate depending on the rate change in afferent nuclei and on
the type of their connections (“arrows” ). The connections are
either positive using the neurotransmitter glutamate or neg-
ative using the neurotransmitter GABA. The cortico-basal
ganglia-cortex loop is perceived as a feedback loop with two
competing elements: a positive feedback mechanism medi-
ated by the direct pathway (striatum-GPi) while the indirect
pathway (striatum-GPe-STN-GPi) mediates negative feed-
back. Thus, the basal ganglia control the overall inhibition
on the thalamus, which is relayed to the cortex. The relative
activity of the two pathways is controlled by the dopamin-
ergic signal of the SNc, which has opposing effects on the
two pathways: increasing the activity of the direct pathway
through D1 receptors while decreasing the activity of the
indirect pathway through D2 receptors. This model has
been especially successful in explaining the hypo-kinetic
and hyper-kinetic movement disorders associated with the
basal ganglia (DeLong, 1990). Reduced activity in the di-
rect pathway and enhanced activity in the indirect pathway
(due to dopamine depletion) leads to elevated activity in
the output structures of the basal ganglia. This leads to the
inhibition of the cortex through the thalamic relay, resulting
in hypo-kinetic disorders (e.g. Parkinson’s disease). On the
other hand, enhanced activity in the direct pathway and re-
duced activity in the indirect pathway lead to the inhibition
of the output structures, which in turn disinhibit (i.e. acti-
vate) the cortex, resulting in hyper-kinetic disorders (e.g.
Huntington’s disease and hemibalismus). The organization
of the circuits themselves may incorporate either the parallel
loops or the convergent structure and accordingly is con-
cerned with the direct/indirect pathway balance within each
loop or within the whole structure. Over the years multiple
additions have been made to incorporate new anatomical
data such as the hyper-direct (cortico-STN-GPi) pathway
and the GPe to GPi pathway (Wichmann and DeLong,
1996; Chesselet and Delfs, 1996). The various patches
made to the original model over the years have managed
to explain some of the new anatomical and physiological
data, but have also increased its complexity. Nevertheless,
the box and arrow model still serves as the main model
for understanding the information processing of the basal
ganglia, despite the debate over its shortcomings and via-
bility (Wichmann and DeLong, 1996; Chesselet and Delfs,
1996; Parent and Cicchetti, 1998). Although the box and
arrow model has been a valuable tool in understanding the
hypo-kinetic and hyper-kinetic pathologies associated with
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the basal ganglia, it provides little insight into the computa-
tion performed by the healthy basal ganglia. Analysis of the
cortico-basal ganglia-cortex loop through gross representa-
tions of the complete nuclei and observation of the firing
rate alone is bound to overlook the complex firing patterns,
the computation performed within each of the nuclei, and
the interaction between the neurons within the same nuclei.

3.3. Action selection

The shortcomings of the box and arrow model moti-
vated a switch from system level models to more detailed
network level models aimed at understanding the normal
function as well as pathological states of the basal ganglia.
Currently, the main network level models of the basal gan-
glia are action selection models. Their common emphasis
is on the role of the basal ganglia, within the cortico-basal
ganglia-cortical loop, in choosing one or more actions out
of a multitude of such actions presented to the basal ganglia
by the cortex (Mink, 1996). The models vary in the nature
of the actions selected, which range in their definition from
low-level “simple” motor actions to high-level “complex”
behavioral schemes. The models are also divided into two
major categories depending on whether the selection mech-
anism is intra-nuclei or inter-nuclei selection. Intra-nuclei
selection is achieved using lateral (or recurrent) inhibi-
tion within the nuclei whereas inter-nuclei selection uses
feed-forward competition between the different pathways.
A few models integrate the two selection mechanisms to
achieve an enhanced selection process.

Models of intra-nuclei action selection utilize anatomical
data showing lateral GABAergic connections between the
medium spiny neurons of the striatum (Wickens, 1993, 1997;
Beiser and Houk, 1998; Plenz, 2003). In these models, a
winner-take-all mechanism, which forms the basis of many
action selection methods, is implemented using a neural net-
work that converges to a single winner. The dense network
of inhibitory connections between MSNs is assumed to in-
hibit neighboring neurons, thereby maintaining the activity
of only one single neuron. The selection process takes place
within the striatum and the chosen action is then conveyed
via the different pathways to the output layer of the basal
ganglia. These models are also used as the actor part in the
actor-critic model (Houk et al., 1995; Baldassarre, 2002) in
which the matrix part of the striatum utilizes the reward sig-
nal from the SNc to select the “correct” action or higher level
plan. Although most models have focused on the selection of
a single action, some work has been done on “soft” selection
in which multiple actions may be chosen in parallel. A model
that implements such an approach is the winner-shares-all
model (Fukai and Tanaka, 1997). This model, which is
a variant of the winner-take-all mechanism, depends on
the relationship between lateral and self-inhibition of the
neuron to enable more than one neuron to become ac-
tive. This mechanism enables the transition from a selec-
tion model to a more dynamic system that filters inputs

based on a changing threshold dependent on the overall
input.

Inter-nuclei selection models vary in the ways their se-
lection mechanisms operate and in the suggested interplay
between the different nuclei and pathways of the basal gan-
glia. One of these models describes the disinhibition of the
thalamo-cortical networks by the basal ganglia in two basic
ways: simultaneous or sequential activation of opposite path-
ways (Hikosaka et al., 1993). In simultaneous activation, the
direct and indirect pathways co-activate the output nuclei
simultaneously, which results in a sharper effect and spatial
focusing of the output targets. In sequential activation (also
called temporal scaling), the indirect pathway maintains a
non-selective inhibition, which is followed by a selective
disinhibition performed by the direct pathway. According
to the focused selection model (Mink, 1996) the basal gan-
glia receives input from multiple motor pattern generators
(MPGs) and enables normal motor function by releasing
(or disinhibiting) a single pattern while inhibiting the other
patterns. Using this focused selection, competing MPGs are
prevented from working simultaneously and disrupting nor-
mal motor function. Unlike the earlier box and arrow model,
this model does not describe the different basal ganglia nu-
clei as uniform entities, but rather explores the internal rela-
tionships between representations within the same nuclei. In
the winner-lose-all model (Berns and Sejnowski, 1996), the
indirect pathway enhances background activity of the GPi,
leading to inhibition of all the actions whereas the inhibition
of a single program using the direct pathway (hence the term
winner-lose-all) leads to the disinhibition of a single cortical
action. Competing actions are blocked by using temporal
differences between the different pathways. The model as-
sumes the existence of “units” which correspond to neuron
pools. These “units” are part of segregated streams of infor-
mation leading from the striatum through the globus pallidus
to the thalamus. A model presented by Gurney et al. (2001)
is also based on the notion of a focusing signal sent by the
striatum, as compared to the diffused excitation of the STN.
This achieves the off-center on-surround pattern of activa-
tion. However, in this model the GPe is added as a control
loop that helps stabilize the selection pathway and enhances
selectivity. This differs from the role of the GPe in the Berns
and Sejnowski model in which it acts to create the temporal
delay critical for the actual selection process. In addition,
Gurney’s model enables both “hard” and “soft” selection
(single versus several selected actions). Finally, some mod-
els attempt to put the action selection networks of the basal
ganglia within a larger framework. This includes the role of
the thalamus and the thalamo-cortical connection as part of
the action selection network (Humphries and Gurney, 2002).

3.4. Sequence generation

Another approach to modeling the basal ganglia asso-
ciates the basal ganglia with the role of selecting or gener-
ating action sequences rather than single actions. Sequence
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generation and detection models of the basal ganglia can be
broken down into two main categories. The first assumes
an internal basal ganglia mechanism for maintaining mem-
ories of actions or states that make up the sequence. In the
second, the basal ganglia are “memory-less” components of
the sequential action mechanism. In this category, the state
is maintained by the cortex and reflects to the striatum via
the cortico-striatal connection.

One model using an internal basal ganglia state builds
on an earlier action selection model (Berns and Sejnowski,
1996) by adding the selection and encoding of sequences
(Berns and Sejnowski, 1998). In this model, sequence learn-
ing and generation is achieved using short-term memory en-
coded by the reciprocal connectivity between the GPe and
the STN. The loop contains traces of previous activity and
effectively works as a short-term memory in the millisecond
time scale. Longer-term memory is associated with either the
connection of the output neurons back to the input neurons
(a timescale of hundreds of milliseconds) or with memory
storage within the prefrontal cortex (a timescale of seconds).

Another model for reproducing and discriminating be-
tween sequences (Dominey, 1995) breaks down the sequenc-
ing task into sub-networks. The prefrontal cortex encodes
the history of the input (i.e. the internal state of the animal).
The cortico-striatal connections act as an associative mem-
ory component involved in linking the history with the de-
sired output. The firing of the striatal neurons represents the
motor output. The associations are determined by the rein-
forcement signal received from the SNc, which modifies the
cortico-striatal synapses. The model resembles the action se-
lection models except for the fact that the striatum identifies
sequences instead of single actions. Along the same lines,
Beiser and Houk (1998) presented a model for encoding
sensory information using the cortico-basal ganglia-cortical
loop. In this model, the striatum classifies cortical inputs
which contain the contexts of the action sequences.

Alternatively, in a model presented by Fukai (1999), the
actual action sequences are stored in the frontal cortex using
oscillations. In this model, the role of the basal ganglia is to
decode the sequences and their components. One group of
neurons in the striatum is responsible for choosing the ini-
tial part of the sequence. This is done as part of a temporal
winner-take-all mechanism implemented by lateral inhibi-
tion. The other striatal group retains the currently executed
action. The excitatory signal to the GPi by the STN is sug-
gested to be an external signal to the basal ganglia, signal-
ing movement transitions planned in the cortical buffer. The
actual action selection is conceptualized as part of the thala-
mic relay with a possibility for additional selectivity in the
striatum and globus pallidus.

4. Reinforcement learning

Inspired by animal behavior studies, classical machine
learning theories divide the term “ learning” to two separate

types. In the first type, the learning element, the agent, is
accompanied by an all-knowing element, the teacher, which
informs it on the correct action to be taken in each situation.
This form of learning is termed “supervised learning” , and
is typically comprised of a set of examples (tasks) and their
respective answers (actions). When applying this to neural
networks, the back-propagation architecture is often imple-
mented. There, an example is presented and the network
responds according to its previous knowledge. Then, the
correct answer is provided and is compared to the network’s
output. This comparison is used for learning: the difference
between each unit’s output and the desired output indicates
which connections should be changed, layer by layer, in re-
verse fashion (Lippmann, 1987). The second type is known
as “unsupervised learning” because it lacks the teacher
element. In this case, only the inputs are used and are clas-
sified according to the network dynamics. Such learning is
usually applied to tasks aimed at discovering regularities in
input statistics. These systems are self-organizing (Linsker,
1988; Kohonen, 1995), and do so by adjusting weights
(synaptic efficacies), typically according to some version
of Hebb’s local learning rule (Hebb, 1949; Churchland and
Sejnowski, 1992).

Application of these two learning modes to modeling of
brain function encounters some feasibility problems. The
most obvious relates to supervised learning, since intro-
ducing an all-knowing teacher to a network is biologically
unrealistic (Churchland and Sejnowski, 1992). At the other
extreme, classical unsupervised learning (e.g. the original
Hopfield network (Hopfield, 1982) or principal compo-
nent analysis (PCA) network (Oja, 1982)), is useful for a
restricted, albeit undisputedly important, set of carefully
chosen problems. However, this learning mode will never,
by definition, discover critical information that does not cor-
respond to the statistical structure of the input (Churchland
and Sejnowski, 1992).

4.1. General principles of reinforcement learning

A combination of both these learning approaches, usu-
ally placed under the broad heading of supervised learning,
is reinforcement learning. The field of reinforcement learn-
ing generally deals with situations in which an agent, with
an explicit goal, acts upon the environment. The agent’s
actions change the state of the environment, which in turn
provides feedback (reward or punishment) on its actions.
In this scheme, external reward functions as an evaluative
signal, indicating the degree of appropriateness of network
performance. Thus, on the one hand, reinforcement learning
is a form of supervised learning, because the network re-
ceives and uses feedback information from the environment.
However, this information is a scalar value, and is therefore
evaluative, rather than instructive (Hertz et al., 1994). The
evaluative signal is given either as a single bit of informa-
tion: right or wrong, or, in the continuous case, as a value de-
scribing the degree of correctness. The correct answer itself
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remains unknown to the actor (unlike supervised learning).
Reinforcement learning is therefore sometimes referred to
as “weakly supervised learning” (Pennartz et al., 2000).

In a nutshell, reinforcement learning systems include a
number of concepts in addition to the agent and the envi-
ronment (Sutton and Barto, 1998): a policy describes the
agent’s actions given various environmental states, i.e. a set
of stimulus-response rules or associations. A reward func-
tion maps each state (or state-action pair) onto a single
number, a reward, indicating the immediate desirability of
that state. A value function specifies the long-term desir-
ability of the state, taking into consideration the states that
are likely to follow, and the rewards available in them. Ulti-
mately, almost all reinforcement learning methods are struc-
tured around estimating value functions; in other words,
they attempt to estimate how good it is to be in a given
state, or to perform a given action in a given state, with re-
spect to a certain policy. Finally, some reinforcement learn-
ing systems involve an internal model of the environment
(Suri, 2002).

The basic idea behind various reinforcement learning
methods stems from the notion that if an action improves
the condition of the actor, the tendency to produce that
action is strengthened, according to a rule known as the
Thorndike law of effect (Thorndike, 1911). Learning ac-
cording to this rule is based on the “generate and test”
scheme (Barto, 1995). In this scheme, alternatives are gen-
erated, tested, and ultimately behavior is directed toward
the better alternative (or sequence of alternative actions).
The aim of a reinforcement learning system is to maximize
the expected return, which is a function of the subsequent
reward sequence. If time is divided into discrete episodes,
each composed of a finite number of states, their sum is
sufficient. In infinite scenarios, a discounted series of re-
wards should be maximized. Since the reinforcement signal
gives no hint as to what the correct answer should be, but
only how close the last answer (or set of answers) was, a
reinforcement learning network must include a source of
randomness to be able to explore the set of possible outputs
until an optimal one is found. This notion embodies a key
element in a good reinforcement learning strategy: explo-
ration versus exploitation: the agent has to exploit what it
already knows in order to obtain a reward, but it also has to
explore in order to achieve better performance in the future
(Sutton and Barto, 1998).

In animal and human learning as well as in machine
learning, the reward is often delayed relative to the behav-
ior that brought it about. Thus, the actor must perform a
sequence of actions, (or go through a sequence of states)
before it receives information regarding the correctness of
the response. Therefore, a frequent difficulty in reinforce-
ment learning is that of temporal credit assignment. The
actor has to be able to assign credit and blame individu-
ally to each action in the sequence. Thus, temporal credit
assignment is critical for biological reinforcement learning
algorithms.

4.2. Estimating the value function and policy

A system chooses a policy by evaluating the value of each
of its alternatives. The value of an alternative, or more gen-
erally, a state, is defined as the sum of rewards received
when starting in that state and following a fixed policy in all
the future states. Given an accurate value function, extract-
ing the optimal policy reduces to a trivial task. A general
solution for this would be repeated iterations of improving
the estimate of the state value according to a given policy,
followed by improving the policy in view of the change in
the value estimate (Sutton and Barto, 1998). Thus, the first
objective of a reinforcement learning algorithm is to find an
estimation of the optimal value function for each state such
that the error of this estimation is zero.

The goal of value approximation is achievable if three
basic ideas of reinforcement learning are followed (Barto,
1994). First, throughout learning the agent’s policy must
remain fixed. Second, for approximation to be possible, one
must assume that environmental situations tend to recur, so
that approximation is based on recollection of identical (or
similar) situations. And finally, variability in state/outcome
combinations can be overcome by probability theory. Thus,
the value of a state can, in fact, be replaced by the expected
sum of future rewards, i.e. the (weighted) average over all
possible future scenarios.

4.2.1. Dynamic programming
Assuming the learning system possesses full knowledge

of the dynamics of the environment, algorithms known
as dynamic programming can be applied. In these algo-
rithms, approximation of the value function can naturally be
achieved using the value iteration algorithm. This method
assumes that situations recur, and that their consequences
are constant. One can find the optimal value function by
performing sweeps throughout the state space, updating the
value approximation of each state according to the current
error of approximation. These iterations are continued until
no change is required (i.e. the approximation error is zero).
Next, the policy improvement step is performed, in which
the current policy is changed if an action is found such
that it will improve the state value. This step is repeated
until no substantial improvement can be made (Sutton and
Barto, 1998).

This section has dealt with the simplistic scenario of a
deterministic process. Clearly, not all problems can be clas-
sified as such. When a given action in a given state gives
rise to a set of potential successor states (with a known
probability distribution function) the process is termed
non-deterministic. In such cases, the value iteration will
seek the maximum expected value. This expected value
is calculated across the values of all possible subsequent
states following a given action. Dynamic programming is
only possible given full knowledge of the system’s dynam-
ics, and therefore is poorly suited for modeling biological
systems.



454 I. Bar-Gad et al. / Progress in Neurobiology 71 (2003) 439–473

4.2.2. Monte Carlo methods
Dynamic programming methods have two obvious disad-

vantages: first, they require a complete model of the envi-
ronment, which is not always available. Second, even when
such a model exists, it is still very costly to calculate the ex-
pected returns, particularly in large state spaces. Monte Carlo
(MC) methods overcome both problems. In MC methods,
the processes of value estimation and policy improvement
are based on sample experiences, rather than on the (un-
known) full probability distribution. Basically, algorithms
using MC methods average complete rewards observed fol-
lowing visits to each state. If many iterations are performed
(i.e. many different episodes in which the state was encoun-
tered in any step), this average will converge to the expected
cumulative future reward, which is exactly the value of the
state (Sutton and Barto, 1998).

Learning in Monte Carlo methods is not truly on-line: the
learning system must wait for the completion of the episode,
rather than updating step by step. Therefore, it is only par-
tially incremental. The changes occur between episodes (or
iterations of the entire task sequence) and not step by step
(Sutton and Barto, 1998).

4.2.3. Temporal difference methods
Temporal difference (TD) models are a class of models

that deal with the task of predicting future returns for a
course of a pre-defined sequence of states. This corresponds
to a classical conditioning paradigm, where the agent has
to predict the reward associated with a preceding event. TD
methods are the most widely used reinforcement learning
methods today, partly because they integrate some of the
benefits of Monte Carlo methods with those of dynamic
programming. They use the model free approach as do the
Monte Carlo methods, i.e. they learn directly from experi-
ence. However, unlike Monte Carlo methods, they update
estimates based, in part, on previously learned estimates
(like dynamic programming). In each step, the state value is
compared with the subsequent (immediate) reward plus the
estimated value of the next state. The result of this compar-
ison, called the TD error, is used to update the state value.
Thus, unlike Monte Carlo, TD is naturally implemented
on-line, since it is truly incremental: whereas Monte Carlo
method has to wait until the final state of the episode to up-
date a state value, in TD methods only a single step has to
pass (Sutton and Barto, 1998). Although the TD model com-
putes predictive signals rather than selecting an optimal ac-
tion (Suri, 2002), there is an extension to decision processes
which is discussed in an upcoming section (Section 4.3.1).

4.2.4. TD(λ)-bridging Monte Carlo and temporal
difference methods

TD and MC methods are actually two extremes on a con-
tinuum. They differ in the number of steps within an episode
that are examined for reward, as opposed to those that are
estimated using future state estimates. As mentioned, TD
learning waits a single step, using an estimate of the subse-

quent state. MC learning does not make use of any other state
estimates. In fact, any combination of actual reward/state es-
timates can be used (Sutton and Barto, 1998). TD(λ) refers
to such a combination: the rewards and estimates of each
of the future states are averaged according to a decay factor
(0 < λ < 1). Alternatively, it can be looked upon in re-
verse fashion: each past state has a decaying memory trace
associated with it. The global TD error signal triggers pro-
portional updates to all recently visited states, according to
λ: TD(0) is the classical temporal difference method, and
TD(1) corresponds to Monte Carlo.

4.2.5. Balancing exploration and exploitation
Both Monte Carlo and temporal difference methods raise

the problem of sufficient exploration. These methods will
only work if all states are encountered, at least after a large
number of iterations. In addition, particularly in model free
methods, it would be useful to estimate action values, rather
than state values. The Q-learning algorithm (Watkins and
Dayan, 1992; Jaakkola et al., 1994) provides a solution
to both problems: it assigns values (called Q-values) to
state/action pairs. The Q-value is the sum of (discounted
γ) reinforcements received following the action and the
given policy in the future. Thus, an optimal Q-value is the
sum of reinforcements received following the action and
the use of optimal policy in the future. In practice, the ex-
pected Q-value is estimated by a single random sample of
a successor state. Depending on the exact algorithm used,
Q-learning can be regarded as an off-policy method (one in
which while behaving under one policy a different policy is
estimated (Sutton and Barto, 1998)) for TD learning or for
MC learning.

4.3. Reinforcement learning architectures

Although the concept of reinforcement learning is free of
constraints relating to computational or physiological archi-
tecture, the implementation of theories of animal classical
and instrumental conditioning by experts in artificial intelli-
gence and control theory have produced a number of com-
putationally powerful learning architectures.

4.3.1. Actor/critic architecture
The actor/critic architecture provides reinforcement learn-

ing with a solution to the temporal credit assignment prob-
lem (Tesauro, 1994; Barto, 1995). In this architecture, a
separate unit (critic) receives all the information from the
environment that the agent (actor) receives, i.e. the inputs
and reinforcement, along with information regarding the
actor’s output. The critic is intended to predict the reinforce-
ment produced by the environment. Once this model unit is
trained, it can be used to calculate the values of each state:
since the actor should try to maximize the cumulative re-
inforcement, rather than the immediate reward, a weighted
average of the future reinforcement can be estimated, and
fed back, step by step, to the actor. A network (or algorithm)



I. Bar-Gad et al. / Progress in Neurobiology 71 (2003) 439–473 455

that is used to predict reinforcement, and feed the difference
between its predictions and true reinforcement to the actor is
called the adaptive critic (Sutton, 1988), and the entire sys-
tem is termed actor/critic. The temporal credit assignment
problem is solved, since based on the model’s predictions
of future reinforcement, it provides the actor with immedi-
ate evaluative feedback. Thus, an actor that learns with an
objective to maximize immediate effective reinforcement,
actually acts according to the strategic objective of maxi-
mizing some function of future reward (Barto, 1995). This
also makes the actor/critic architecture particularly suited to
learning action sequences (Suri, 2002). The term “adaptive”
emphasizes the fact that the critic adapts (according to its ex-
pectations) upcoming rewards to immediate evaluative feed-
back. Obviously, it is desirable for the critic to improve with
experience (Sutton, 1988; Barto et al., 1989). The adaptive
critic uses the TD error (see above) to update its weights: if
the critic’s predictions in adjacent time steps have changed,
the adaptive critic should change.

In fact, the output the critic provides to the actor (the ef-
fective reinforcement) is most often the same as the TD error
as well (Barto, 1995). This is reasonable if one considers the
actor’s learning objective: it has been repeatedly shown that
reward-dependent learning in animals and humans hinges
on the degree of the unpredictability of the reward (Rescorla
and Wagner, 1972). If a response to a sensory stimulus (an
action) has the expected consequences (TD error = 0), then
that response tendency should remain unchanged. However,
if the consequences are either better (TD error is positive),
or worse (TD error is negative) than expected, the response
should be strengthened or weakened accordingly.

The actor/critic architecture has been suggested as the ba-
sic mechanism by which the basal ganglia function (Houk
et al., 1995). According to this model the reinforcement
signal is generated by the dopaminergic neurons as a re-
sult of input from a primary reinforcement source (such as
the lateral hypothalamus) and input from the MSNs within
the striosomes. The reciprocal loop between the strioso-
mal MSNs and the dopaminergic neurons, which together
are called the “striosomal module” , actually performs as an
adaptive critic which calculates the error signal for the actor.
On the other hand the MSNs in the matrix pass the infor-
mation to the frontal cortex through the globus pallidus and
thalamus, thus forming the “matrix module” , which func-
tions as the actor part of the actor/critic architecture.

4.3.2. Internal models
A full representation of the environment by the actor can

be very useful for planning (Sutton and Barto, 1998; Suri,
2002). Situations where optimal performance requires cal-
culation of several steps ahead and evaluation of the values
of complex hypothetical future states of the environment
could be much assisted by a computational unit which
serves as a predictor. This model will not only predict future
reinforcement, but whole state-spaces. Internal model ap-
proaches simulate future moves, and use hypothetical future

outcomes to select the best move. This approach has been
used to model the dopamine neuron activity and anticipatory
neural activity in striatum and cortex for correct action se-
lections in situations that require planning (Suri et al., 2001).

5. Dimensionality reduction

Dimensionality reduction describes the process of pro-
jecting inputs from a high dimensional data space to a lower
dimensional space (Haykin, 1999). Dimensionality reduc-
tion in the nervous system can be depicted as compression of
the information encoded by a large neuronal population to a
significantly smaller number of neurons. Efficient reduction
is achieved when all or most of the information contained
within the original space is preserved. For example, pop-
ulation coding has been frequently associated with neural
coding (Georgopoulos et al., 1986). This coding involves
combining the activity of a population of neurons to encode
a specific variable (such as the angle of movement of a limb).
Extraction of the underlying variable may replace the need
to keep or process the full and detailed activity of the whole
population. Thus, we can transfer the data from a large
dimension equal to the number of neurons in the encoding
population (where the size of the population is the superficial
dimension of the data) to a single neuron (which makes up
the intrinsic dimension of the data) encoding the relevant
variable (angle) by its firing rate. Another example can be
drawn from the sensory world (Barlow, 1989, 1992b). In the
visual system the input, made up of a huge number of activ-
ities of retinal cells, is transformed into the activity of a sim-
ple cell representing a line in the cortical V1 area. The idea of
transforming the correlated information of a large population
into a minimal number of active cells which Barlow (Barlow,
1992a) termed “cardinal neurons” , was suggested to serve
as a major mechanism for information encoding in the brain.

5.1. Motivation

One of the major tasks that the brain faces is enabling the
organism to make the transition between successive states.
This transition can be simplified into the transformation
between the organism’s current state and the next action
to be performed. The computation of the upcoming action
requires information from different modalities stored in
many diverse areas of the brain that process sensory, motor,
limbic and cognitive information. However, multiple prob-
lems arise during the transfer of all this information to the
areas involved in planning such as the frontal cortex. These
problems, which stem from the need to transfer huge quan-
tities of information, are surprisingly similar to the ones
encountered in a completely different domain, that of mass
communication while trying to connect geographically dis-
persed information sources. Connecting n sources with m
destinations may become a huge problem that hinders the
flow of information. This problem may be broken down
into four main sub-problems:
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1. Number of communication lines: n·m lines of communi-
cation must exist between the source and the destination.

2. Number of communication endpoints: n connection
points must be created on each destination, leading to a
total of n·m connections.

3. Communication flexibility: any changes in the source or
destination points such as a new point, removal of a point
or a change in connectivity demand physical changes in
both the communication lines and endpoints.

4. Communication modulation: any modulation of the in-
formation flow such as filtering, enhancement, etc. must
be performed separately for each connection.

The same problems are even more severe in the domain
of the central nervous system, which is naturally limited in
both its physical size and the resources available to create
and maintain the system. For example, in the human cortex,
an order of 109–1010 neurons (Shepherd, 1998) encoding
information regarding the current state must be connected
to about the same order of magnitude of neurons in the
frontal cortex (Abeles, 1991; Braitenberg and Schuz, 1991).
Linking the frontal cortex via 109 incoming axons and cre-
ating 109 synapses on each neuron does not seem feasible.
A typical neuron in the cortex has only 103–104 synapses
(Abeles, 1991), which constitute all the information it re-
ceives. In addition, no central modulation is possible in such
a dispersed system, making any central control mechanism
of the information flow inoperative. We propose that the
central nervous system uses a solution similar to the one
used by communication systems; namely a central switch
that receives all the information from the large number of
source elements. The switch encodes the information by
prioritizing and compressing the data and transferring it via
a limited number of channels to the destination.

In addition to the connectivity problem, the distributed
encoding of the brain leads inevitably to a major compu-
tational problem. The “curse of dimensionality” (Belman,
1961), is a term used for a group of computational prob-
lems arising from data residing within high dimensions. The
number of samples needed to describe a certain space in-
creases exponentially. A neural network requires resources
proportional to the hyper-volume of the input space, which
increases exponentially with its dimension. In the biological
world this means that the neurons handling the planning and
selection of actions would require an unrealistically large
amount of examples to learn the correct mapping from the
current state to a specific action. A decrease in the num-
ber of the needed inputs to achieve useful mapping from
states to actions could be achieved by mapping the input into
a lower dimensional space containing the key features of
the input.

5.2. Different reduction methods

A large number of dimensionality reduction methods ex-
ist, differing first and foremost in terms of the reason for the

reduction. In addition, dimensionality reduction performed
for the same purpose may use different methods depend-
ing on the constraints set on the learning and processing
system.

5.2.1. Data and dimensionality reduction
Reduction can be achieved in two basic ways: by re-

ducing the dimensionality of the data, or by reducing the
data itself. During a reduction of dimensionality, the origi-
nal data are embedded within a lower dimensionality space.
However, during a data reduction process, the data are as-
sociated with a limited number of patterns that represent
them. Whereas dimensionality reduction methods such as
PCA typically try to maintain a certain information cri-
terion regarding the data, data reduction methods such as
vector quantization (VQ) and clustering attempt to remove
the variability of the input and transform it into one of a
given set of possible outputs. This review focuses on di-
mensionality reduction methods that enable minimization of
information loss, rather than methods which involve encod-
ing the data into specific patterns while losing most of the
information.

5.2.2. Supervised, unsupervised and reinforcement based
dimensionality reduction

The type of dimensionality reduction is derived from the
method of learning the “correct” reduction. In supervised
learning, a teacher provides the optimal reduction during the
learning phase. Thus, supervised algorithms learn to imi-
tate the results achieved by such a teacher. These methods
are usually not biologically plausible due to the lack of a
teaching signal. At the other extreme, unsupervised learn-
ing algorithms do not use any teacher. Unsupervised learn-
ing algorithms rely on the properties of the data set itself
to learn the optimal reduction. It is important to note that
supervised and unsupervised methods for dimensionality re-
duction may achieve the same result. However, the way of
arriving at that result will differ significantly; for example a
PCA algorithm may be achieved via a supervised neural net-
work (Bourlard and Kamp, 1988) or an unsupervised neural
network (Foldiak, 1990; Kung and Diamantaras, 1990).

5.2.3. Local and global dimensionality reduction
A major difference between reduction methods is the way

they perceive the interactions between inputs. Global dimen-
sionality reduction methods (such as classical PCA) assume
that all of the inputs share a global correlation scheme. Thus,
all of the inputs can be reduced to a single smaller subspace.
Local dimensionality reduction, on the other hand, assumes
that there are local interactions between subsets of the data
leading to a different optimal reduction for each of the sub-
sets (Chakrabarti and Mehrotra, 2000). Such methods enable
efficient reduction when the original input space contains
several very different sub-structures. The local structures
are reduced in a separate manner, which is locally optimal
regardless of global criteria for the whole input space.
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5.2.4. Linear and non-linear dimensionality reduction
Dimensionality reduction methods have traditionally been

divided into linear and non-linear methods. Linear methods
attempt to find a sub-space to represent the linear combi-
nation of the inputs. The more general non-linear methods
attempt to find a sub-space that represents a non-linear
combination of the inputs (Oja et al., 1995; Malthouse
et al., 1995). Linear methods typically have the advantage
of simplicity and easier implementation. However, their
success depends entirely on their underlying assumption
that there exists a good representation of the input as linear
combinations. When this is not the case, such as input de-
rived from a sphere, the reduction will fail completely. On
the other hand, non-linear methods tend to be more com-
plex but enable a compact representation of more complex
distributions of inputs.

5.3. Principal component analysis (PCA)

Principal component analysis is typically an unsupervised,
linear and global dimensionality reduction method. How-
ever, there are variants that use supervised (Bourlard and
Kamp, 1988), non-linear (Oja et al., 1995; Malthouse et al.,
1995) or local (Chakrabarti and Mehrotra, 2000) dimension-
ality reduction methods. Although PCA is by no means the
most powerful or the most general method for dimensional-
ity reduction, the rest of the review will focus on this method.
The reasons for choosing PCA are its simplicity, the fact
that it has been researched extensively, and that it has a bi-
ologically plausible implementation using neural networks.

PCA is a mathematical process, also known as the discrete
Karhunen–Loéve transform (KLT) and singular value de-
composition (SVD) of the covariance matrix. PCA projects
an n dimensional input onto m (m < n) orthogonal axes
containing the maximal variance of the original input. PCA
is primarily useful due to its information preservation prop-
erties. For a given reduction to m dimensions, PCA is the
linear transformation leading to the minimal reconstruction
error of the output from the input (Gerbrands, 1981) and is
also the transformation that preserves the maximal amount
of Shannon information (Linsker, 1988).

Over the last 20 years, neural network models for per-
forming PCA have evolved considerably. The earliest work,
published by Oja (1982), was based on a learning rule for a
linear single-unit network. This network extracted only the
first principal component of the input data. The learning rule
of the neuron was based on a modified Hebb’s rule, which
accordingly was termed the “normalized Hebbian” learning
rule. In the standard Hebbian rule (Hebb, 1949), if the in-
put and the output neurons have positively correlated firing
rates the strength of their connection (weight) increases;
alternatively, if they tend to fire in a negatively correlated
manner, the strength of their connection decreases. This
standard Hebbian rule tends to lead to unbounded growth
in the strength of the connection between the neurons. For
this reason, a decay factor is incorporated which is reduced

from the value of the connection leading to a normalized
Hebbian learning rule. The biological plausibility of such
a normalized Hebbian rule has been demonstrated (Friston
et al., 1993). This learning process leads to the convergence
of the weights to the first principal component and main-
tains the maximal variance of the input space by utilizing a
completely local algorithm.

The first neural network models for extracting more than
a single component were the generalized Hebbian algorithm
(GHA) (Sanger, 1989) and the stochastic gradient algorithm
(SGA) (Oja and Karhunen, 1985). These models general-
ized Oja’s rule to a multi-unit output stage. In these models,
there are n input neurons, and m output neurons (m < n)
and the learning rule leads to the extraction of the data’s m
first principal components. The extraction is performed us-
ing only feed-forward weights between the inputs and the
outputs through introduction of a global quantity which is
not locally available to the individual neurons. This global
quantity significantly reduces the plausibility of such a neu-
ral network models for biological systems.

Foldiak extended Oja’s model by symmetrically con-
necting the output neurons to each other by inhibitory con-
nections (Foldiak, 1989; Foldiak, 1990). The output of the
neuron is obtained by subtraction of the activity transferred
by the lateral weights from the activity derived from the
feed-forward network. The feed-forward weights are trained
by a Hebbian rule similar to Oja’s learning rule, and the
inhibitory lateral weights are trained with an anti-Hebbian
learning rule. Anti-Hebbian learning rules lead to the reduc-
tion of the connection if the input and output neurons fire to-
gether, and the enhancement of the connection if they tend to
fire in an opposite manner. Thus, inhibitory lateral connec-
tions become stronger (more negative) when the firing of the
two neurons is correlated. As in Sanger’s model, this model
extracts the input data’s m principal components. The lateral
weights in this model replace the global quantity and act as
a local mechanism for transferring information between the
neurons of the output layer, leading them to encode different
components of the input. It is important to note that in this
model the network extracts the principal subspace contain-
ing the same information, however the feed-forward weights
do not contain the principal components themselves.

The model devised by Kung and Diamantaras (and an ear-
lier model (Rubner and Tavan, 1989; Rubner and Schulten,
1990)) uses hierarchical lateral connectivity between
the output layer neurons (Kung and Diamantaras, 1990;
Diamantaras and Kung, 1996) in which neuron i is con-
nected to neurons i + 1 through n. In this model, which
is called adaptive principle component extraction (APEX),
the feed-forward weights are trained by a Hebbian rule
similar to the one used by Oja, and the inhibitory lateral
weights are trained by an anti-Hebbian learning rule. The
network converges to a solution in which the lateral weights
are zero and the feed-forward weights encode the first m
principal components. The weights of the ith output neu-
ron are equal to the ith eigenvector of the input and the
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activity of the ith neurons is equal to the projection of the
input on the ith principal component. Most importantly, the
model presented by Foldiak and the one presented by Kung
and Dimantaras do not use any global information, hence
maintaining their biological plausibility.

6. Basic reinforcement driven dimensionality
reduction model of the basal ganglia

The basic reinforcement driven dimensionality reduc-
tion model (Bar-Gad et al., 2000) is an extension of a
neural-network based model for performing principal com-
ponent analysis. Two different unsupervised neural net-
works serve as the basis for the model. The first network
is based on work by Foldiak (1989) using a symmetric
neural network, i.e. every pair of neurons within the same
layer is linked by reciprocal connections. The second net-
work utilizes the APEX network developed by Kung and
Diamantaras (1990), which uses an asymmetric neural net-
work, i.e. for every pair of neurons in the same layer only
one neuron affects the other. This type of connectivity is also
known as hierarchical in some implementations. Both net-
works use all-to-all connectivity between the input and the
output layers and utilize the same basic mechanisms for the
neuron’s activity and learning. The neuron activity function
in both networks is linear, i.e. the output is the weighted sum
of the feed-forward inputs minus the weighted sum of the lat-
eral inputs. The learning rules are extensions of the normal-
ized Hebbian rule (Oja, 1982) for the feed-forward weights
and extensions of anti-Hebbian rule for the lateral network.

The RDDR model adds a reinforcement factor to the
unsupervised learning of the two networks. This reinforce-
ment factor is multiplied by the input and the output of
the neuron to create a multi-Hebbian learning algorithm.
In a multi-Hebbian learning rule the reinforcement signal
regulates the amount of change in the weight of a synap-
tic connection for a given input/output pair (Reynolds
and Wickens, 2002). This rule is inspired by the complex
cortico-striatal-dopaminergic synapse triad (see also Section
2.5.1). Most of the cortical input is received in a synapse
located on the spines (Freund et al., 1984; Gerfen, 1988) of
the medium spiny neurons (MSN) which are the projection
neurons of the striatum. The dopaminergic (reinforcement)
signal is relayed from the SNc to the same neurons and cre-
ates a synapse on the neck of the spine (Freund et al., 1984;
Bouyer et al., 1984). Physiological studies have shown that
the dopaminergic system can control the learning process
of the cortico-striatal synapse (Calabresi et al., 1997; Kerr
and Wickens, 2001).

6.1. The model

The basic RDDR network is constructed of two layers (in-
put and output) with a modulating scalar value representing
the reinforcement (prediction error) signal. The number of
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Fig. 2. The basic RDDR model. (a) Structure of the basic RDDR network,
C: input (cortical) neurons; S: output (striatal) neurons; W: input/output
(cortico-striatal) feed-forward weights; A: output layer (striato-striatal)
lateral weights, r: reinforcement (SNc) signal. (b) Example of an input
to the system from an input space with a superficial dimension of 64.
(c) Reduction of the example into the intrinsic dimension of 16 in which
each line (horizontal or vertical) of the input is represented by the activity
of a single element of the output. (d) In the case of reinforcement given
only to vertical lines, reduction of the example can be made into the
smaller dimension of eight output elements.

neurons in the input layer of the RDDR model is larger than
the number of neurons in the output layer; in other words
the input space of the network has a higher superficial di-
mension than its output space (Fig. 2a). However, the input
may actually lie within a significantly lower sub-space of
the input space that makes up the intrinsic dimension of the
input data. For example, a typical input is the lines within
a matrix (Rumelhart and Zipser, 1985; Foldiak, 1990). The
input space is made up of a matrix of size n·n (making up a
superficial dimension of n2). However, the input only con-
tains a combination of vertical and horizontal lines within
this matrix. Each element of the input matrix is generated
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from a linear transformation (i.e. line summation) of a 2n
dimensional source vector, whose components are indepen-
dent. This definition of the input matrix leads to an intrinsic
dimension of 2n (�n2, for large n) (Fig. 2b). In an optimally
encoding network, assuming that the output is encoded by
m neurons, the network can encode all of the information
when the number of neurons is larger than the intrinsic di-
mension of the data (i.e. m = 2n) otherwise the network
will encode the m dimensional subspace which contains the
largest portion of the input information (Fig. 2c). To study
selective reinforcement in the RDDR model, a differential
reward signal is given for different patterns (Fig. 2d).

The activity of the output neurons (s) is a linear weighted
sum of its feed-forward inputs (w·c) and lateral (a·s) inputs:

si =
n2∑

j=1

wijcj +
m∑

j=1

aijsj. (1)

The learning rule for the feed-forward weights (w) is a nor-
malized multi-Hebbian rule (Kung and Diamantaras, 1990),
combining feed-forward and reinforcement (r) signals with
a learning rate constant (η).

�wij = ηr[sicj − s2
i wij]. (2)

The learning rule for the lateral weights (a) is a normalized
anti-Hebbian rule (Kung and Diamantaras, 1990), except for
the self-connection which is set to 0.

�aij = −η[sisj + s2
i aij], aii = 0. (3)

When using an asymmetric organization, all aij = 0 when
i < j. For simplicity the same learning rate constant (η) is
used for both the feed-forward and lateral weights. To mea-
sure the information loss of the network due to the RDDR
process, the m dimensional representation of the input
patterns in the output layer is expanded back to an n2 di-
mensional space to create the reconstructed, decompressed
pattern. The reconstruction error is the mean squared differ-
ence between the original and reconstructed elements over
all input patterns.
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Fig. 3. Dynamic changes in properties of the RDDR network. Changes occurring in the network following a shift in the rewarded set of inputs at
time 0. (a) Mean correlation between neurons of the output layer; (b) mean value of the lateral weights between neurons of the output layer; (c) mean
reconstruction error for the newly rewarded patterns (solid line) and previously rewarded patterns (dotted line). Simulation of 64 input neurons, 8 output
neurons, only-positive feed-forward weights, and only-negative lateral weights.

6.2. Results

The network displays a dynamic pattern of activity which,
given inputs from a certain distribution, goes through a learn-
ing process leading to stabilization. Several critical parame-
ters display important changes during the learning process.

6.2.1. Correlation
The input to the network (Foldiak, 1990) contains sig-

nificant correlations since all neurons on the same row and
columns of the matrix tend to change their rate together,
simulating the correlated input from the neighboring areas
in the cortex (Eggermont, 1990). The correlated input that
converges into the network is expected to produce corre-
lations within the output layer. However, the dynamics of
the lateral inhibitory connections lead to a more complex
change in the correlation (Fig. 3a). Initially, the output
neurons display correlated activity since multiple output
neurons encode the same aspects of the input. However,
over time the lateral inhibitory network causes an orthogo-
nalization of the activity of the output neurons, leading to
an uncorrelated firing pattern (Foldiak, 1989). The uncor-
related state is maintained by the pattern of efficacies of
the feed-forward weights. This uncorrelated firing pattern
is very different from the predictions of the action selection
models. In such models the correlation between any two
neurons in the output stage is predicted to be highly negative
(i.e. the increased firing rate of one cell leads to a decrease
in the rate of all of its neighbors) and to remain negative
in the steady state of the network. The experimental data
regarding spiking activity in the striatum (Jaeger et al.,
1994; Stern et al., 1998) and the globus pallidus (Nini et al.,
1995; Raz et al., 2000; Heimer et al., 2002; Stanford, 2003;
Bar-Gad et al., 2003) indicate weak or non-existent correla-
tions, thus resembling the predictions of the RDDR model.

6.2.2. Lateral connectivity
The lateral connectivity of the network is inhibitory in

nature and assumes an anti-Hebbian learning rule. In such
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a learning rule, if both neurons fire together the efficacy of
their connection decreases (i.e. becomes more negative or
more inhibitory) whereas if they do not fire together the ef-
ficacy increases. The lateral weights that model the typical
GABAergic collaterals of the basal ganglia serve therefore
as a means of decorrelating the output of different neurons,
leading them to encode different properties of the input.
The beginning of the network learning process leads to a
correlated activity of neurons in the output layer. This cor-
related activity results in the negative values of the lateral
weights. This process leads to the decorrelation of the out-
put, which eventually causes the reduction of the values of
the lateral weights to very low values (Fig. 3b). At this stage
of steady-state, the encoding of the principal components is
performed by the feed-forward weights (Fig. 4). The lateral
weights, therefore, play a crucial role in setting the effica-
cies of the feed-forward weights but not in the steady state
encoding of the ongoing input. This is very different from
the role of the lateral weights in action selection models
which use a winner take (or lose) all mechanism (Wickens,
1993, 1997; Berns and Sejnowski, 1996). In such models,
the lateral weights are significant in the ongoing process-
ing of the input during steady state. Physiological evidence
shows that the lateral weights in the striatum (Jaeger et al.,
1994; Tunstall et al., 2002; Czubayko and Plenz, 2002)
and the globus pallidus (Stanford, 2003) display weak and
asymmetric inhibition of the neighboring neurons closely
resembling the expectations of the RDDR model.

6.2.3. Information encoding
Information encoding of the network is a key measure of

its ability to maintain the information encoded in its input as
it is being passed to a significantly smaller number of neu-
rons in the output stage. In the initial state, the encoding of
the information is random, leading to an inability to recon-

Fig. 4. Changes in the encoding of the feed-forward weights. The network is presented with both horizontal and vertical lines. Until time 0, vertical lines
are associated with the reinforcement signal. Following time 0, the horizontal lines are associated with the reinforcement signal. The value of the eight
feed-forward weights is shade coded in 8 × 8 matrices for times: (a) −5000 examples; (b) +2000 examples; (c) +10,000 examples. Simulation of 64
input neurons, 8 output neurons, only-positive feed-forward weights, and only-negative lateral weights.

struct the input. Thus, most of the information is lost and
cannot be recovered from the activity of the output neurons.
The learning process improves the encoding of the informa-
tion significantly as measured by the decrease in reconstruc-
tion error (Fig. 3c). In cases of an input space with a lower
intrinsic dimension than the number of neurons in the output
stage, the information is encoded fully in the activity of the
output neurons and no information is lost. Hence, full recon-
struction is possible from the activity of the network output.
In cases where the intrinsic dimension of the input space is
larger than the number of neurons in the output stage, the
output neurons encode the dimensions of the input which
contain the maximal information. Thus, optimal (although
not full) reconstruction may be achieved. This encoding is
very different from the data reduction scheme suggested by
the action selection models. In such selection models, only
one chosen action is encoded while all other aspects are lost.
This leads to a very low information capacity of the net-
work, which loses most aspects of the input. Thus, assuming
for simplicity m binary output neurons, an action selection
network would be able to encode m patterns whereas the
RDDR network would be able to encode 2 m patterns.

6.2.4. Reinforcement signal
The reinforcement signal constitutes a control signal that

modulates the Hebbian learning rule of the feed-forward
network, i.e. it changes the structure of the input space as it
is seen by the network. It increases the variability of dimen-
sions associated with reward activity while diminishing the
relative variability of dimensions which are not. This leads
to a network that does not simply encode the maximal vari-
ability of its input space but rather encodes the variability of
the reward-distorted space. Thus, information regarding the
reward-related activity is maintained in optimal form while
the non-rewarded information is not encoded and therefore
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cannot be reconstructed (Fig. 3c). Using the reinforcement
signal, the network ceases to encode information based
solely on its statistics in an unsupervised manner. Rather, it
neglects unimportant information and better encodes infor-
mation that is deemed important by the reinforcement signal.

6.2.5. Pathologies
Diseases of the basal ganglia are associated with some of

the most severe neurological disorders such as Parkinson’s
disease. These diseases are characterized by severe motor
dysfunctions and additional cognitive and limbic problems
(Sethi, 2002). PD is characterized by death of the midbrain
dopaminergic neurons (Ehringer and Hornykiewicz, 1960).
Normally, there is a steady state level of dopamine in the
striatum maintained by these cells which may be increased
due to better than predicted events or decreased due to
disappointing events (Schultz et al., 1997; Schultz, 1998;
Fiorillo et al., 2003). During PD, the normal levels of
dopamine release decrease due to neuronal death in the
SNc leading to lower steady state levels in the striatum
(Bernheimer et al., 1973; Schultz, 1982; Hornykiewicz and
Kish, 1987). In the RDDR model, this is equivalent to a neg-
ative reinforcement signal for all the inputs given to the net-
work. Negative reinforcement signals for all the inputs cause
a breakdown in the encoding of the system. This in turn
leads to a very low information capacity of the network and
increased correlations between neurons of the output level.
The major line of defense against PD is dopamine replace-
ment therapy—either by the dopamine precursor L-Dopa or
by post-synaptic dopamine agonists. The non-specific (in
time and space) effects of such dopamine replacement ther-
apy are best understood in the framework of background
dopamine activity representing a match between prediction
and reality, and therefore preservation of the current network.
The major side effect of these treatments is the development
of hyper-kinetic disorder—Levodopa-induced dyskinesias
(LID). The RDDR model provides a natural explanation for
the development of LID. Dopamine replacement treatment
leads to a pulsatile level of dopamine in the plasma (and
probably in the striatum) (Shoulson et al., 1975; Nutt et al.,
2000). The levels of dopamine cease to correlate with the
actual performance of the subject but rather only with the
time of medication. Thus, the network continuously goes
through changes in the encoding of the information which
is mistakenly considered as reinforcing. Such mistaken en-
coding of the information may lead to the activation of the
“wrong” muscles during movement leading to dyskinesias.

7. Advanced reinforcement driven dimensionality
reduction models of the basal ganglia

The basic RDDR model is primarily a conceptual repre-
sentation of the basal ganglia in gross lines. The model’s
simplicity is important for purposes of exploring its main
ideas and predictions within the specific biological system.

The basic model is simplistic in its assumption of a two layer
network in which all neurons are connected to all others,
both within each layer and between layers. The basic model
also makes the simplistic assumption that neurons are linear
and the modifiable weights between them are not constrained
to any value. Refining these assumptions of the basic model
can yield additional insights into the function of the basal
ganglia. The expanded RDDR model is able to incorporate
additional aspects of the experimental data. These additions
to the model are either on the network structure level or on
the single neuron level. On the single neuron level, the ad-
ditional features include constraints on the polarity of the
connections between the neurons and non-linear activation
functions. On the network structure level, the additional fea-
tures include multiple layered networks, changing the pure
feed-forward structure into a partially closed loop, the addi-
tion of sparse and ordered connectivity between and within
the layers and multiple pathways between the layers.

7.1. Constrained weights

The basic RDDR model utilizes non-limited weights,
as found in network-based PCA models (Foldiak, 1989;
Kung and Diamantaras, 1990). These weights, used for
both the feed-forward and lateral connections, may reach
unconstrained negative and positive values and can even
switch between positive and negative values. In general,
this is problematic due to fact that in most cases a single
transmitter is either excitatory or inhibitory. The cortex,
thalamus and STN projection neurons utilize glutamate,
which is considered excitatory, whereas the projection neu-
rons of the striatum and globus pallidus utilize GABA
which is considered inhibitory. There are a few exceptions
in which a neurotransmitter may act as both excitatory and
inhibitory, such as GABA (Wagner et al., 1997; Chavas
and Marty, 2003) and glutamate (Katayama et al., 2003).
However, these exceptions are rare, and results from the
striatum (Tunstall et al., 2002; Czubayko and Plenz, 2002)
and our preliminary in-vitro studies of the globus pallidus
(Rav-Acha, Bergman and Yarom, unpublished results) failed
to find non-inhibitory effects of GABA in these structures.

Limiting the weights of the connection between the neu-
rons to a single sign is equivalent to the non-negative con-
straint applied in non-negative matrix factorization (NMF)
(Lee and Seung, 1999). A constraint to a single sign, either
positive or negative, means that the relationship between
the features encoded by each neuron can only be additive.
Additive encoding means that no subtraction is possible
between the outputs of different neurons. This in turn leads
to an encoding of parts of the input space by each output
neuron. Encoding parts of the space is a form of local en-
coding or sparse encoding that replaces the global encoding
performed by PCA. The results obtained for non-negative
matrix factorization are extremely useful in their relation-
ship to the RDDR model since they enable, in addition to the
obvious weight constraint, a coding which better suits the
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topographic innervation of the various layers and the sparse-
ness of the encoding (see also Section 7.6). Other research
has shown that such a non-negative decomposition may
be achieved using lateral inhibition (Plumbley, 2001). This
study shows that using the non-negative constraint, a net-
work may perform independent component analysis (ICA)
separating the input not only into its decorrelated com-
ponents (like PCA) but into its independent components.
Independent components differ from decorrelated compo-
nents by the fact that the minimization includes higher order
and not only second order statistics. Limiting the weights
to a single sign is also a form of non-linearity leading to
the benefits achieved by non-linear encoding (Section 7.2).

However, despite the advantages of single sign con-
straints, it is crucial to remember that in real biological en-
vironments, such constraints may not be “hard” constraints.
Some input neurons may convey information opposite to
that conveyed by other input neurons. For example, neu-
rons in the motor cortex encode directions, and one neuron
might encode a specific direction whereas another might
encode the opposite (Georgopoulos et al., 1986)). When
both input neurons, conveying the feature and its opposite,
are connected to the same output neuron using the same
neurotransmitter (and therefore the same constraint), they
provide supplementary information. In such cases the two
inputs function as the two symmetric parts of the infor-
mation. This forces a situation in which at any given time
during the learning process, only one of the input neurons
effectively activates the output neuron. The total effect is
the removal of the single sign constraint because of the
complementary effect of the opposing input neurons.

7.2. Non-linear elements

The basic RDDR model performs PCA by using linear
neurons. Neurons with a linear response function transform
the sum of their weighted inputs to firing rates, in a linear
manner by simple summation. However, neurons in the
basal ganglia, like all neurons in the brain, are limited in
their upper and lower extremes of firing rates. At such rates
they become saturated and cannot increase (or decrease)
their rates. For example, a lower extreme of the firing rate
may be zero since neurons cannot switch to negative fir-
ing rates. In addition to saturation, neurons in the different
nuclei of the basal ganglia have very different response
functions which are not necessarily linear, even between
the saturation extremes. On the one hand, neurons in the
globus pallidus have a linear response (Nakanishi et al.,
1990, 1991; Kita and Kitai, 1991; Kita, 1992) and a broad
range of firing rates (DeLong, 1972; Miller and DeLong,
1987). On the other hand, the MSNs of the striatum are
non-linear with two basic subthreshold states. In the down
state, MSN neurons have zero or a very low firing rate
while a very high firing rate can be reached in the up state
(Nisenbaum and Wilson, 1995; Wilson, 1995; Wilson and
Kawaguchi, 1996; Stern et al., 1997; Bennet and Wilson,

2000). The intermediate dynamic range of these neurons is
small, leading mostly to one of the extremes states.

The addition of non-linearity to the network enables an
increase in the scope of the computation performed by the
network. Linear versions of PCA may find only linear in-
teractions between the input, and the optimal connections
formed are based solely on second order statistics (covari-
ance of the activity). In cases of non-linear interactions
between the input elements and higher order statistics of
interaction, a linear network will not be able to reduce the
dimensionality of the input effectively and maintain the in-
formation within it. Oja et al. (1991) has shown that using
the same constrained Hebbian learning rules employed in
PCA networks with a non-linear transfer function (typi-
cally a sigmoid) enables learning the structure of complex
non-linear inputs embedded within a noisy environment.
The addition of non-linearity elements (Jutten and Herault,
1991; Karhunen and Joutsensalo, 1994) makes possible the
extraction of higher order statistics and the formation of
independent components at the output layer, thus enabling
the separation of the mixture represented by the inputs into
its independent underlying causes.

An important feature of extremely non-linear computa-
tion is generalization. Linear encoding transforms different
inputs into unique outputs. On the other hand, the extreme
non-linear cases of 0/1 transformation or the sigmoid trans-
fer function transforms a group of inputs into a single
output. The input is thus divided into groups (or clusters)
according to the transformation output. One such non-linear
network was implemented by Carlson (1990). In his net-
work, the activity of the neurons depends on the neuron’s
threshold and the transition width. The width defines the
neuron’s non-linearity: when the width is 0, activity is
highly non-linear (binary), and when it is large, activity
is linear. Both the threshold and the width are adjusted
during learning. The output neurons are hierarchically orga-
nized (like the APEX linear network and others (Kung and
Diamantaras, 1990; Rubner and Schulten, 1990)). The out-
come of this algorithm in the non-linear case is a partition
of the input into clusters, whereas in the linear case it
achieves a continuous linear representation.

7.3. Multiple layers

The basic RDDR model is a two layer (input and output)
network. However, in reality the basal ganglia form a multi-
layered network: the input from the cortex is received within
the first (basal ganglia input) layer—the striatum and STN,
and from there it is passed to the next (basal ganglia output)
layer—the GPi and SNr. The benefits of such a multi-layer
feed-forward network stem from two aspects: the ability to
perform the same processing sequentially and the ability to
perform a different type of processing by each layer.

Sequential processing, performed by a multi-layer (or hi-
erarchical) dimensionality reduction network, has two main
advantages arising from the ability to perform the same
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computation in several stages (Barlow, 1992b):

• A single neuron cannot directly access a large portion of
the input due to the aforementioned limits on the number
of synapses. A multi-layer structure enables access to a
larger portion of the information within the input in a
gradual convergence process.

• The huge size of the input space impedes efficient learning
of its representation due to its sparseness. The problem
is therefore broken down into multiple layers, where the
first layers learn a limited number of input patterns and
subsequent layers learn larger portions of the input space.

In the basal ganglia, each of the two layers gains access
to up to 103–104 input neurons (Zheng and Wilson, 2002;
Yelnik, 2002). Theoretically, the combination of the two
layers enables the neurons of the output layer (the pallidal
neurons) to gain access to a large part of the cortical input
(up to 107 cortical neurons). This number may be further
increased because of the partially closed structure of the
cortico-basal ganglia loop (Section 7.4) and the multiple
feed-forward pathways (Section 7.6).

The second aspect of multi-layer dimensionality reduction
is the ability to perform a different type of processing within
each layer. Multi-layer networks enable the combination of
linear and non-linear layers within a single network. Work
by Oja (1991) has shown a network containing a non-linear
(encoding) layer followed by a linear (bottle-neck) layer
performing non-linear and linear PCA, respectively. This
network is able to perform any continuous mapping from
the input space to an output layer which is smaller in size.
This network is surprisingly similar to the multi-layer struc-
ture of the main feed-forward pathway in the basal ganglia

(a)

(b)

(c)

Fig. 5. Enhancements of the RDDR network. Enhancements of the basic network structure: (a) non-linear multi-layer network, the globus pallidus and
cortex are represented by layers containing linear neurons while the striatum and thalamus are represented by layers containing non-linear neurons; (b)
recurrent network creating a partially closed loop using the feedback to the striatum from the layers representing the cortex and the thalamus; (c) network
with multiple pathways representing the direct, indirect and hyper-direct pathways of the basal ganglia.

(Fig. 5a). Cortical and thalamic inputs reach the MSNs of
the striatum, which are non-linear and have a transfer func-
tion much like the sigmoid used by Oja. From the striatum,
the information is passed to the globus pallidus, which is
characterized by neurons with a relatively linear transfer
function. Oja’s work also speculates on the role of two addi-
tional layers in decoding information processed by the ini-
tial encoding layers. These decoding layers fit nicely within
the cortico-basal ganglia-cortico loop as an equivalent to the
thalamus and frontal cortex. Further research (DeMers and
Cottrell, 1993; Malthouse et al., 1995) on the practical and
theoretical implications of such multi-layer non-linear net-
works has demonstrated their enhanced capabilities in com-
plex feature extraction which cannot be performed by linear
networks.

7.4. Partially closed loop

The basic RDDR model simulates a feed-forward network
with an information flow from most of the cortex to the basal
ganglia. However, this funnel structure is only part of a par-
tially closed loop (Fig. 5b). The output of the basal ganglia
reaches the ventral lateral, ventral anterior, mediodorsal and
centromedian nuclei of the thalamus (Haber and McFarland,
2001). The neurons of the thalamus project back to the stria-
tum (McFarland and Haber, 2001) and make up as much as
50% of the striatal input (Kemp and Powell, 1971; Bolam
et al., 2000). In addition, the output of these thalamic nuclei
reaches the prefrontal, premotor, supplementary motor and
motor cortex (McFarland and Haber, 2002; Middleton and
Strick, 2002) that form a large part of the cortical input to the
striatum (Parent and Hazrati, 1995). This structure forms a
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partially closed loop in which information that is transmitted
from the basal ganglia is fed back as its input together with
information from other sources (Joel and Weiner, 1994).

The temporal delay of the neural loop structure enables
merging of information presented at different times. As a
result, the partially closed loop appears to be an optimal
substrate for sequential learning as well as sequence de-
tection and generation. Indeed, earlier research has shown
the involvement of neurons within different nuclei of the
basal ganglia in sequential activity in animals (Kermadi and
Joseph, 1995; Nakahara et al., 2001). Several models of ac-
tion selection have been expanded to include the selection of
sequential actions (Berns and Sejnowski, 1998; Beiser and
Houk, 1998) (see also Section 3.4).

The RDDR model provides an additional perspective into
information processing with the addition of a partially closed
loop. In such a structure, the RDDR network receives not
only the input representing a single point in time but also
additional information about the prior inputs to the network.
By creating an input to the network which is partially depen-
dent on its output, the RDDR network performs a reduction
which is dependent not only on properties of a single tem-
poral event but also on prior encoded information. The loop
structure can lead to preferential representation of sequences
that lead to a reward signal. The network will therefore re-
duce information at a certain time in a way which depends on
the prior information fed to the network. A given input may
have a very different representation depending on the pre-
vious inputs provided to the network. Encoding sequences
rather than single temporal events is highly beneficial in
cases in which most of the information follows a specific
order (such as natural actions in normal environments). Typ-
ical inputs do not occur at a single point in time but rather
follow other inputs which are temporally correlated to them.

The second aspect of the partially closed loop and its rela-
tionship to the RDDR model is spatial; namely its ability to
distribute information and lead to its integration. The limited
spatial scope of both the feed-forward and lateral connec-
tions and their inherent connectivity sparseness means that
only a small portion of the information reaches each neuron
(Section 7.5). The feedback information supplied by the tha-
lamus and frontal cortex via the loop structure increases the
amount of information available to each neuron within the
first layer (striatum), thus enabling improved dimensionality
reduction.

The participation of a partially closed loop structure in
temporal and spatial information integration may comple-
ment the integration performed by the multiple layers of the
basal ganglia (Section 7.3). Multilayer integration is crucial
in identifying and processing increasingly complex features
(Barlow, 1992b). A partially closed loop enables a reduction
in the number of layers needed for the encoding of com-
plex features by feeding the partially processed information
again through the same layers. This process leads to the for-
mation of highly compressed information using the limited
number of layers within the network repetitively.

7.5. Sparse connectivity

The basic RDDR model assumes complete connectivity
between and within the different layers. Complete con-
nectivity implies an anatomical connection between each
neuron and all the neurons in the preceding and subsequent
layers, and between all neurons within the same layer.
However, the actual anatomy and physiology of the basal
ganglia are far from exhibiting such a complete connectivity
pattern. In particular, the connectivity of the different nuclei
of the basal ganglia is known to be incomplete, and neurons
are not connected to most of the other neurons. This aspect
is crucial to understanding the behavior of neural networks
and is usually called sparse connectivity.

Sparse connectivity may appear anywhere between two
extreme forms. The first type is “ordered sparseness” in
which the probability that neighboring neurons will receive
similar connections is significantly higher than the chances
of remote neurons. The second type is an “unordered
sparseness” in which all neurons have the same probability
of receiving similar connections. The spatial organization
detected anatomically and physiologically suggests that
both the striatum (Hoover and Strick, 1993; Kincaid et al.,
1998; Zheng and Wilson, 2002) and the globus pallidus
(Hoover and Strick, 1993) receive their inputs in a manner
much closer to the “ordered sparseness” form. In addition
the anatomical evidence shows that the collaterals within
the layers are mostly local (Wilson and Groves, 1980;
Parent et al., 2000) and therefore the lateral connectivity is
also mostly ordered and limited in its spatial scope.

The ordered sparseness of the lateral connections leads
to local domains that can become repetitive with global in-
put. The same reduction could be performed independently
by different groups of non-connected (or very sparsely
connected) neurons leading to repetitions of the encoding.
However, the ordered sparseness of the feed-forward con-
nections may lead to the formation of distinct groups of
neurons that are highly interconnected and perform a re-
duction on a subset of the input rather than on the overall
input to the nuclei. This, in turn, can lead to the formation
of multiple interconnected small funnels instead of a single
large funnel. This division into multiple funnels might re-
duce the overall efficiency of the reduction. However, since
most of the redundancy in the input tends to be local, as
may be seen by the increased correlation of neighboring
cortical neurons relative to remote ones, the reduction may
still remain highly effective.

The type of sparseness displayed by the basal ganglia is
closely tied to the issue of parallel processing versus con-
vergence of information, a question which has prompted
numerous debates in the past (Section 3.1). In ordered
sparseness a group of neurons share similar input which is
different from the one shared by the other neurons. Thereby
they perform their reduction on a segregated channel of
information. The connection of multiple groups with each
group sharing a subset of the information leads to parallel
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(a) (b) (c)

Fig. 6. Patterns of sparse connectivity in the basal ganglia networks. Organization of the feed-forward network in: (a) parallel segregated pathways
reflecting ordered sparseness; (b) converging pathways reflecting unordered sparseness; (c) intermediate structure suggested by the known connectivity
pattern of the basal ganglia.

processing of the information with no interaction (Fig. 6a).
For example, in this extreme case every 104 cortical neurons,
out of a total of 108, will project to a group of 103 striatal
neurons, thus forming 104 separate funnels performing the
reduction with complete connectivity within each funnel.
At the other extreme lies completely unordered sparseness,
in which the whole input structure projects equally to all the
neurons in the output structure. Thus, all of the information
is shared throughout the layer leading to the convergence
of information (Fig. 6b). Using the same example, now all
of the 108 cortico-striatal neurons extend to the 107 striatal
neurons, thus creating a single funnel with a very sparse
(probability of 10−4 for a connection) connectivity pattern.
The pattern of connectivity between the layers of the basal
ganglia is probably intermediate (Fig. 6c). This means that
the sparseness is somewhat ordered, leading to multiple
(although maybe not completely segregated) funnels of
information, with high levels of connectivity.

Analyzing sparse (or partial) connectivity cannot be
complete by looking at a single layer alone. The basal
ganglia form a multi-layer (Section 7.3) partially closed
loop (Section 7.4). This structure enables the integration
of multiple smaller funnels into larger funnels encom-
passing greater portions of the overall information. Thus,
despite the anatomical limits of the connectivity, it is pos-
sible to perform dimensionality reduction with various
levels of locality and integration. In addition, the local
structure of connectivity is well suited to the expected
formation of feature extraction (or input reduction) by sin-
gle sign weights (Section 7.1). In cases of single sign the
input tends to be additive and therefore maintains local-
ized aspects rather than the global formations suggested
by PCA.

7.6. Multiple pathways

The basic RDDR model considers only a single pathway.
This pathway, also called the main axis of the basal ganglia

(Percheron et al., 1994), leads from the cortex through the
striatum and from there directly to the output nuclei (the
GPi and SNr). However, the flow of information through the
basal ganglia uses additional pathways: the indirect pathway
(Albin et al., 1989) from the striatum through the GPe and
the STN to the output nuclei and the hyper-direct pathway
(Kita, 1992; Ryan and Clark, 1992; Nambu et al., 2002b)
from the cortex directly to the STN and from there to the
output nuclei (see Section 2.2 and Fig. 1 for more details).
Expanding the RDDR model to include multiple pathways
results in several major improvements over the basic net-
work:

• Balance of positive and negative inputs from the same
sources.

• Improved integration of multiple inputs.
• Integration of various temporal delay lines.

The direct pathway from the striatum to the globus pal-
lidus exerts a net inhibitory effect on the GPi/SNr. Any
elevation in cortical firing increases the striatal firing,
thereby decreasing the firing in the output nuclei (Tremblay
and Filion, 1989). On the other hand, the two other path-
ways exert a net positive effect of the cortex on the output
nuclei. In the hyper-direct pathway the cortex’s increased
firing leads to an increase in the STN, which in turn excites
the GPi/SNr. In the indirect pathway, the cortex increases
the rate of the striatum, which leads to a decrease in the
GPe, resulting in an increase in the STN and finally to the
excitation of the GPi/SNr (Nambu et al., 2000) (Fig. 5c).
Utilizing the multiple pathways, the overall average rate can
generally be maintained without shifting to extremely high
or low rates (leading to non-linear activation of the output
neurons). In addition, the same input may be received in
both a net excitatory and a net inhibitory manner via two
pathways, leading to unconstrained adaptation to the input.
This may serve as a means of overcoming the constraints
to single sign input set by the specific neurotransmitters
(see Section 7.1).
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The different pathways display different levels of inte-
gration of cortical information: the striatal direct output to
the GPi/SNr presents a significantly more segregated and
distinct input than the output of the various pathways go-
ing through the STN (Mink, 1996). These different levels
of convergence enable the neurons of the output nuclei to
access and perform reduction on a combination of infor-
mation originating from different levels of specificity. The
information ranges from specific for each modality (result-
ing from low convergence) and global information (resulting
from high convergence).

Finally, the different pathways have different time delays:
the hyper-direct pathway is the fastest, the direct pathway is
slower and the information flow through the indirect pathway
is the slowest (Nambu et al., 2002b). This enables the output
nuclei to receive information from multiple times and to re-
duce the combined information. This mechanism, combined
with the partially closed loop structure of the cortico-basal
ganglia loop (Section 7.4) enables the reduction of temporal
sequences and not just unitary events in time.

8. Conclusion

New experimental data are continuing to prompt new de-
velopments in models of the basal ganglia. Data from many
fields, including anatomy, physiology, biochemistry, as well
as clinical and even computational evidence are paving the
way for the modeling of additional aspects of the function
of these nuclei in health and disease. The RDDR model was
developed to account for the large numerical reduction in
the number of neurons along the cortex-striatum-GPi/SNr
axis and the seemingly contradictory anatomical and physi-
ological data regarding lateral connectivity within the basal
ganglia nuclei. The model solves the contradiction by sug-
gesting that the basal ganglia perform a compression of the
information received from the cortex, based on a reinforce-
ment signal. Thus, the funnel-like structure of the basal
ganglia is used to remove the redundancy in the data space
spanned by the activity of cortical neurons and to maintain
the most important information (from a reward standpoint)
to enable efficient planning of new actions.

This review summarizes the background leading to the
development of the RDDR model as regards the experimen-
tal knowledge acquired in different research fields (Section
2) and earlier models of the cortico-basal ganglia loop (Sec-
tion 3). This background, together with the theoretical basis
of reinforcement learning (Section 4) and dimensionality re-
duction (Section 5) algorithms suggest that the RDDR model
can operate as a natural extension to our assumptions regard-
ing basal ganglia function in health and disease. This experi-
mental and theoretical background also serves as the driving
force for the extension of the basic RDDR model (Section 6)
to more comprehensive and detailed models (Section 7). The
basic RDDR model is a simple neural network representing
the general concept of the basal ganglia as a central dimen-

sionality reduction system which is modulated by a rein-
forcement signal. This simplified view is still able to provide
insights into puzzling aspects of basal ganglia anatomy and
physiology such as its vast lateral network resulting in no
correlations and the seemingly little interaction between the
neurons. The different enhancements to the RDDR model
increase its scope and are designed to transpose the model
from a conceptual one to one which is tightly linked to the
biology of the basal ganglia. The various computational as-
pects of these different advances have shed new light on the
possible role of different properties of these nuclei.

The RDDR lays the groundwork for several validation
experiments. The first experiment involves the presumed
dynamics of the network. During the learning phase the
correlations between neurons (Arkadir et al., 2002) and the
strength of the lateral weights are expected to increase sig-
nificantly. Thus, during such a learning period, which might
arise either from testing a young animal (Tepper and Trent,
1993) or an animal exposed to a completely new environ-
ment, these two parameters should change. Different (or
novel) motor and sensory mappings are expected to com-
pletely alter the structure of the input space that the animal
(and therefore the basal ganglia) experience. The second ex-
periment concerns learning rules. Hebbian and anti-Hebbian
learning rules have yet to be documented for this brain area,
and so has their modulation by the reinforcement signal.

The key message of this review is the need to explore
new experimental data using state-of-the-art analytic and
computational techniques. New explorations of the basal
ganglia and their interaction with the rest of the brain are
crucial as an addition to the gradual evolution of existing
concepts. New models such as the RDDR model can serve
two crucial needs: as a general concept of the behavior of
the basal ganglia in health and disease, and as a tool for the
generation of specific experiments and the testing of their
expected (or unexpected) results. These new experiments
will, in turn, prompt the formulation of improved mod-
els, which will either represent an evolution of the RDDR
model or a revolution leading to a new, different and better
understanding of the basal ganglia.
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