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Abstract Basal ganglia (BG) constitute a network of seven
deep brain nuclei involved in a variety of crucial brain
functions including: action selection, action gating, reward
based learning, motor preparation, timing, etc. In spite of the
immense amount of data available today, researchers con-
tinue to wonder how a single deep brain circuit performs
such a bewildering range of functions. Computational mod-
els of BG have focused on individual functions and fail to give
an integrative picture of BG function. A major breakthrough
in our understanding of BG function is perhaps the insight
that activities of mesencephalic dopaminergic cells represent
some form of ‘reward’ to the organism. This insight enabled
application of tools from ‘reinforcement learning,’ a branch
of machine learning, in the study of BG function. Neverthe-
less, in spite of these bright spots, we are far from the goal of
arriving at a comprehensive understanding of these ‘mysteri-
ous nuclei.’ A comprehensive knowledge of BG function has
the potential to radically alter treatment and management of
a variety of BG-related neurological disorders (Parkinson’s
disease, Huntington’s chorea, etc.) and neuropsychiatric dis-
orders (schizophrenia, obsessive compulsive disorder, etc.)
also. In this article, we review the existing modeling liter-
ature on BG and hypothesize an integrative picture of the
function of these nuclei.
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1 Introduction

Basal ganglia (BG) are deep brain nuclei implicated in
diverse and crucial functions like (1) reward-based learn-
ing, (2) exploratory behavior, (3) goal-oriented behavior,
(4) motor preparation, (5) working memory, (6) timing,
(7) action gating, (8) action selection, (9) fatigue, and (10)
apathy. In his Robert Wartenberg lecture on BG, eminent
neurologist C. Marsden described these nuclei as being ‘mys-
terious’ (Marsden 1982). Although much work has been done
since Marsden’s lecture, our knowledge of BG is fraught
with controversies, a deficiency which surfaces in the form of
uncertainties involved in therapeutics of various BG-related
disorders like Parkinson’s disease, for example. The ques-
tion that continues to puzzle researchers is: how is such an
overwhelming range of functions supported by a single sub-
cortical circuit?

A key idea that opens doors to understanding of BG
function is the idea that activity of dopaminergic cells in
BG represents reward signaling (Schultz 1998). This concep-
tual association enabled application of ‘reinforcement learn-
ing’ (RL) concepts (Sutton and Barto 1998) to BG research.
RL is a branch of machine learning which studies how
an agent learns to respond to stimuli optimally without an
explicit teacher; the agent’s learning process is driven by the
reward/punishment signals that come from the environment
in response to the agent’s actions. RL today enjoys excel-
lent applications in robotics (Dorigo and Colombetti 1994).
Computational RL is in fact inspired by instrumental condi-
tioning, a topic from psychology, in which an animal learns to
produce rewarding responses to sensory stimuli (Sutton and
Barto 1990). Responses that result in rewards are reinforced
and those that lead to punishment are avoided. This search
for rewarding responses typically involves a trial and error
or an exploratory process. Therefore, if BG is assumed to
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subserve reinforcement learning dynamics, their role in
exploratory behavior is easily anticipated. Reward is an
abstract notion and must be carefully defined before we pres-
ent a perspective on BG function. While food or juice rewards
are primary forms of reward, a more abstract (secondary)
form of reward may be thought to be successful approach
to and arrival at a goal state. There is considerable experi-
mental literature that points to involvement of BG in goal-
oriented behavior. Motor preparation is often defined, rather
vaguely, as what the brain does before movement execution
begins. Although BG has been thought to be involved in
motor preparation, there was no convincing theory of BG’s
role in motor preparation. We describe motor preparation as
being accomplished by interaction between BG and motor
cortex. Goal-oriented behavior requires that the goal state be
sustained in the form of appropriate working memory rep-
resentations. There is increasing recognition of the role of
dopaminergic projections in sustaining and updating working
memory representations in prefrontal cortex (PFC) (Cohen
et al. 2002). An important component of RL is prediction of
future rewards. Predicting potential rewards associated with
a stimulus-action pair consists of not only predicting the pres-
ence/absence or even magnitude of rewards, but also the time
of occurrence of reward in the future. Thus the machinery that
subserves RL mechanisms is naturally suited to learn timing
of rewarding future events. Determining the most rewarding
response to a given stimulus involves comparison of a multi-
tude of potential actions in a given context, and selecting the
best one. BG has been dubbed as the vertebrate brain’s answer
to the action selection problem. Thus, a majority of BG func-
tions can be at least conceptually accommodated within the
framework of RL, even though a more detailed and precise
knowledge is awaited in several areas. However, there are
aspects of BG function—fatigue, apathy, etc.—which do not
seem to lend themselves to be captured, in any obvious way,
within the net of RL. These offer some of the hardest chal-
lenges to modelers in future BG research.

In this article, we review a representative portion of the
extensive literature on computational models of BG func-
tion. Although we strive to present a comprehensive review
of literature and a summary of contemporary thinking on this
perplexing module in neuroanatomy, our real objective is to
collect the many strands of modeling efforts, to unify them
under the umbrella of RL, and present a coherent, integrative
picture of BG function.

2 Basal ganglia anatomy

There have been many excellent summaries of the anatomy
of the BG (Gerfen and Wilson 1996; Mink 1996; Smith et al.
1998). Fortunately, there is not much controversy about the
anatomy of BG though certain questions regarding cellular

level connectivity patterns are still being investigated. The
more difficult problem is that of BG function and that is the
subject matter of this review.

2.1 BG nuclei

The BG consist of seven nuclei, portions of which play
a major role in normal voluntary movement (Gerfen and
Wilson 1996). They do not, however, have direct input or
output connections with the spinal cord. These nuclei receive
their primary input from the cerebral cortex and send their
output to the brain stem and, via the thalamus, back to the pre-
frontal, premotor, and motor cortices. The motor functions
of the basal ganglia are therefore mediated, in large part, by
motor areas of the frontal cortex.

The BG consist of seven extensively connected subcor-
tical nuclei: the caudate nucleus, putamen, globus pallidus
(interna, GPi, and externa, GPe), subthalamic nucleus (STN),
and substantia nigra (pars compacta, SNc, and pars reticula,
SNr). Caudate and putamen are together constitute the stri-
atum (STR), which is the input nucleus of the BG. Globus
pallidus can be divided into two parts, viz., globus pallidus
externa (GPe) and globus pallidus interna (GPi). SNc projects
axons of dopaminergic neurons onto the STR. The neurons
of the STR project to the GPi and to the GPe. Also there
exist excitatory and inhibitory connections between the STN
and the GPe. The STN neurons project onto the GPi. The
nuclei GPi and SNr constitute the output nuclei of the BG,
which send GABAergic projections to the thalamus. Dopa-
minergic cells are also found in the ventral tegmental area
(VTA), a mesencephalic nucleus. Nucleus accumbens (NAc)
is another important BG nucleus, which forms part of the
ventral striatum along with olfactory tubercle. It is thought
to have a role in reward-processing, pleasure, aggression and
addiction. NAc receives inputs from prefrontal cortical areas
and also VTA. Terminals of VTA neurons onto NAcc are
the site of addictive drugs like cocaine and amphetamine (Di
Chiara et al. 2004). The SNc dopaminergic projections to the
dorsal striatum are thought to be involved in voluntary move-
ment and habit learning, whereas the VTA projections to the
ventral striatum contribute to reward and motivation (Keath
et al. 2007). Dopaminergic projections to the PFC (Cohen
et al. 2002) and to the spinal cord (Heise and Kayalioglu
2008) exist.

2.2 BG input/output

The BG receive inputs from most of the sensory–motor
areas of the cerebral cortex, including primary and second-
ary somatosensory areas, primary motor cortex (M1) and a
variety of premotor areas, including supplementary area, the
dorsal and ventral premotor areas. The anatomical basis of
motor functions of BG is illustrated in Fig. 1. The portions
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Fig. 1 Anatomical basis for
motor functions of basal ganglia

of the cortex that are responsible for movement, namely, the
supplementary motor area (SMA), premotor (PM), primary
motor area (M1), somatosensory cortex, and the superior
parietal lobule make dense, topographically organized pro-
jections to the motor portion of the putamen (input nucleus
of the BG). The output of this pathway, termed the motor
circuit of the BG, is directed primarily back to the SMA and
PM cortex. These areas are reciprocally interconnected with
each other and with motor cortex and all three have direct
descending projections to brain stem motor centers and spinal
cord.

The striatum (STR) serves as a major target for the inputs
from cortex to BG. Striatal output projections form two
distinct parallel channels within the cortico-striato-pallidal
pathways of BG. These projections are termed as direct and
indirect pathways due to their effect on their target nuclei,
namely thalamus. The direct pathway is formed by the inhibi-
tory projections from the neurons of striatal output to neurons
in the GPi. Activation of striatal neurons inhibits neurons
in GPi, which in turn disinhibit thalamic nuclei. Conceptu-
ally, the direct pathway can be seen as a normally closed
movement “gate.” This gate is opened by the striatal activity
that inhibits Pallidal output allowing emergence of move-
ment. The indirect pathway is formed by inhibitory projec-
tions to GPe, which is thought to have an opposite effect
to that of GPi neurons in the direct pathway. Activity in
the indirect pathway tends to increase the activity of GPi
cells, and therefore closes the “gate,” via disinhibition of the

Subthalamic nucleus. These pathways may be involved in
modulating movement parameters (Contreras-Vidal and Stel-
mach 1996).

In addition to cortex, thalamus also sends massive feed-
back projections to the striatum. The caudal intralaminar
nuclei, centromedian (CM) and parafascilular nuclei (Pf) of
thalamus are the important sources of thalamostriatal projec-
tion. Whereas CM mainly projects to putamen, Pf innervates
preferentially caudate and NAc (Smith 2008; Arbib et al.
1998).

Striatal neurons consist of two kinds of dopamine recep-
tors: D1 and D2 (Clark et al. 2005). The direct pathway is
activated when D1 receptors are activated by dopamine sig-
nals from SNc. Similarly, the indirect pathway is activated
when D2 receptors are activated. Further, increase in striatal
dopamine shifts the balance towards direct pathway, thereby
increasing overall motor activity. Thus the indirect pathway
is the normally active pathway. The balance is switched just
before movement onset, when dopamine release to striatum
activates the direct pathway (Clark et al. 2005). Figure 2
shows the functional anatomy of the basal ganglia.

3 Dopamine, reward signaling, and reinforcement
learning

The classical theory of the function of dopamine has been
the ‘anhedonia hypothesis’ proposed by Wise (1982). This
hypothesis suggests that dopamine represents the hedonic
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Fig. 2 Functional anatomy of the basal ganglia

qualities of natural reinforcers to brain systems responsible
for behavioral control. These theories derive strength from
accounts that addictive drugs exert their effects by primarily
affecting the dopaminergic system. This notion is also sup-
ported by Brain Stimulation Reward (BSR) experiments in
which animals choose to receive electric stimulation around
the dopamine-related circuitry, even preferring such stimula-
tion over natural reinforcers like food or water (Daw 2003).

Mesencephalic dopamine neurons are observed to respond
to natural rewards and novel or unexpected stimuli (Schultz
1998). However, the observation that dopaminergic neurons
respond to natural rewards is only an approximate descrip-
tion of their function. Experiments by Schultz et al. (1997)
suggested that dopamine response was not related to reward
per se, but to the prediction of future reward. Dopamine neu-
rons are activated by rewarding events that are better than
predicted, remain unaffected by events that are as good as
predicted, and are depressed by events that are worse than
predicted. Thus, to put it more precisely, dopamine signal
seems to represent the error between predicted future reward
and actual reward (Schultz et al. 1997).

The observation that midbrain dopamine signals represent
the error between predicted future reward and actual reward
marks an important progress in our understanding of BG.
Interestingly, it was also observed that a sophisticated quan-
tity like ‘the error between predicted future reward and actual
reward’ has a close parallel to an analogous quantity known
as temporal difference (TD) error in RL terminology (Sutton
and Barto 1998). It presents a possible scenario of BG as an
implementation of RL machinery, that takes the dopamine
signal from SNc, processes it, and broadcasts appropriate
modulatory signals to the sensory–motor cortical pathways
that form the neural substrates of S–R learning (Fig. 1).

Before we proceed to describe RL concepts and their rela-
tion to BG function, we must emphasize that all BG models

not RL models. Further, presently, there is no consensus on
how standard RL components precisely map onto BG anat-
omy. If what was described in the previous paragraph may
be termed “strict” RL (wherein dopamine signal is identified
with TD error), it would be helpful to propose a more general,
broader notion of RL in which dopamine simply carries some
form of reward-related information. Variations of this theme
interpret dopamine as “salience,” “error,” etc. And this more
general, broader notion allows a plethora of specific math-
ematical realizations. A host of existing BG models can be
accommodated into this more general, broader RL frame-
work.

With this proviso, we proceed to discuss some key RL
concepts and consider them in relation to BG function.

3.1 Dopamine and reinforcement learning

BG have been thought to be involved in laying down of Stim-
ulus–Response (S–R) form of memories, which have been
described by a form of conditioning known as instrumental
conditioning (Squire and Zola 1996). In instrumental con-
ditioning, responses that are rewarding are reinforced and
those that are unrewarding are attenuated. Instrumental con-
ditioning is also closely related to RL, which studies how
agents can choose their actions so as to maximize rewards
(or minimize error) (Sutton and Barto 1998).

The need for exploration as an enabling process for RL to
occur becomes clear if we contrast RL with another form of
learning such as supervised learning. In supervised learning,
the desired response to a stimulus is explicitly available to
the agent; the actual response of the agent is compared to the
desired response and the error is used to correct the agent’s
S–R map. No such explicit desired response (the “teacher”)
is available in case of RL. The agent has to explore the space
of possible responses to a stimulus; responses that receive
rewards from the environment are selectively reinforced. In
an RL framework, this exploration is performed by a module
known as the Explorer, which, however, can have a variety
of realizations depending on the problem at hand.

Learning S–R maps using reward information would have
been facile but for the need to explore the space of responses
or actions. But, in a natural setting, often rewards are deliv-
ered after the animal performs a sequence of actions, whose
contribution to reward delivery is difficult to ascertain. The
need to evaluate past actions in terms of their relevance to
future rewards is known as the temporal credit assignment
problem. In an RL framework, the agent solves this problem
by developing an internal model of this evaluation known as
a Critic, which estimates the total expected future reward—a
quantity known as Value function, V (t) —for the agent in its
current state.

The evaluations of the Critic, and the perturbations of the
Explorer are used to train the “S–R map,” a module termed
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the Actor in RL jargon. Thus, Actor, Critic, and Explorer are
the key executive components of RL machinery.

The natural next step in modeling BG would be to look
for neural analogues to Critic, Explorer, Actor, and other
key components of RL, so as to render our understanding of
BG complete. A lot of modeling effort has been directed to
describe BG function using RL concepts (Montague et al.
1996; Schultz et al. 1997; Houk et al. 1995; Suri and Schultz
1999; Daw and Touretzky 2000; Frank 2005). We now
describe some key ideas that have emerged from this line
of study.

4 Computational models of basal ganglia

Although early research implicated the role of the basal
ganglia in motor function, later work also recognized its
importance to phenomena related to cognition, learning, and
memory. In addition, damage to the basal ganglia is asso-
ciated with complex neuropsychiatric cognitive and behav-
ioral disturbances, reflecting the wider role of these nuclei in
the diverse functions of the frontal lobes (Stout and Johnson
2005). A major part of modeling literature on BG pertains to
involvement of BG in motor function and movement disor-
ders (Chesselet and Delfs 2003).

Although enormous progress has been made in terms of
anatomy, pathology, electrophysiology, and imaging studies
related to the BG, a comprehensive understanding of the con-
tribution of these nuclei to behavioral control still remains
elusive. There is indeed a significant amount of computa-
tional modeling literature on BG, but most models tend to
focus on only one or two functions of the basal ganglia. There
is a great need for unifying functional models that integrate all
the functions of BG in a single framework. From reviews of
computational models of BG (Prescott et al. 2002; Houk et al.
1995) it appears that most BG models are exclusive and cap-
ture specific functional roles. For example, there are models
that describe the role of BG in action gating (Contreras-Vidal
and Stelmach 1995); in action selection between competing
actions (Redgrave et al. 1999b; Berns and Sejnowski 1995);
in sustaining working memory representations (Houk et al.
1995); in sequence learning (Bapi and Doya 1998; Berns and
Sejnowski 1998), and most importantly in RL (Montague
et al. 1995; Schultz 1998; Barto 1995). Buhusi and Meck
(2005) review the role of BG in timing also. An immense
challenge that lies ahead of BG modelers is to forge the many
exclusive albeit useful insights embodied by the models noted
above into a single, integrated framework so as to construct
a unified picture of BG function and show that the BG nuclei
harness the reward information arising from dopaminergic
signaling and use it to conduct their manifold operations.

An important class of BG models are known as Actor–
Critic models or RL-based models. It was mentioned above

that activity of midbrain dopaminergic neurons represents the
discrepancy between predicted and actual rewards, a quan-
tity referred to as TD error in RL terminology (Schultz 1998).
Houk, Adams, and Barto (see Houk et al. 1995) were perhaps
the first of several authors to suggest that something akin to
an actor–critic learning system may be operating in the BG.
Montague and colleagues (Montague et al. 1996; Schultz
et al. 1997) have proposed a computational RL model to
explain the dopaminergic neural activity patterns observed
in the experimental studies of (Schultz 1998).

Several authors have suggested that the striatum plays the
role of the Critic in BG (Houk et al. 1995; Suri and Schultz
1999; Contreras-Vidal and Schultz 1999). Striatum receives
extensive inputs from a number of sensory motor cortical
areas. Particularly, each motor cortical area projects to a topo-
graphically distinct region of caudate and putamen. Since
striatum also receives dopaminergic projections from SNc,
it is rightly placed to implement the computation of Value
function: just as TD error (δ) is used to update weights of
Value function, dopamine projections to striatum modulate
the plasticity of cortico-striatal connections.

Although there have been efforts to map RL compo-
nents onto BG anatomy, there is decisiveness on identifying
the subcortical substrate of an important component—the
Explorer. Though exploitation and exploration are equally
important processes in an RL framework, RL-based views of
BG seem to focus mainly on the reward signal—its chemical
messenger, its anatomical site, and its consequences in learn-
ing, etc.—but only present a summary treatment of explora-
tion. Studies of Daw et al. (2006) indicate prefrontal and
parietal sites corresponding to exploration, but no corre-
sponding subcortical sites have been found.

Thus, though there is a vast body of literature on applying
RL concepts to BG function, there is no consensus on how,
if at all, the RL machinery can be mapped—component by
component—onto BG anatomy, and how such a mapping can
explain the complete repertoire of BG functions (Joel et al.
2002; Worgotter and Porr 2005).

5 Exploratory behavior

An animal has to forage for food often in an uncertain,
unknown environment. Two neural systems are thought to
mediate exploratory behavior—one based on hippocam-
pus and the other based on BG (Packard and Knowlton
2002). The role of hippocampus in spatial navigation abil-
ities of rats has been studied extensively. Several studies
have reported existence of place cells in rat hippocampus
that are activated when the animal is located at a certain
place in a familiar spatial environ (Packard et al. 1989).
In one experiment, rats were trained to go from a fixed
starting position towards a baited arm (e.g., arm pointing
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to the West) in a T-maze (Packard and McGaugh 1996).
After several days of training, the maze was rotated by
180◦. The aim is to see if the animal shows evidence of
place learning, and goes towards the same absolute direc-
tion (West), or exhibits Stimulus–Response (S–R) learning,
makes the same body turn and goes in the wrong absolute
direction (East). In other words, in place learning, the ani-
mal represents the target in a visuospatial coordinate sys-
tem; in S–R learning the encoding is in motor coordinates,
in terms of body position. After 8 days of training, most
animals exhibited place learning, but after 16 days of train-
ing, majority exhibited S–R form of learning. Functional
lesioning of dorsolateral striatum on 16th day made the
animals exhibit place learning as opposed to S–R learn-
ing. Therefore, even though place learning is preserved,
the animal switches from place learning strategy to S–R
strategy on prolonged training. These and other experi-
ments suggest that BG are involved in S–R form of navi-
gation.

The involvement of dopaminergic activity in foraging
behavior of bees has been studied (Scheiner et al. 2002).
A model of bee foraging based on predictive Hebbian
learning and dopamine neurons is presented by Montague
et al. (1995). In this model, the simulated bees follow a
simple foraging strategy: if the dopamine signal is suf-
ficiently high (‘above baseline’), the organism stays on
course, otherwise (dopamine cell activity is ‘below base-
line’), the organism tumbles randomly, a form of motion
known as klinokinesis. However, what is the neural mech-
anism that drives the organism on its random tumble? There
is no answer to this question in (Montague et al. 1995).
Although exploitation and exploration are equally impor-
tant in an RL framework, literature dealing with the role
of BG in RL seems to focus mainly on the reward sig-
nal—its chemical messenger, its anatomical site, and its
consequences in learning, etc.—but only present a sum-
mary treatment of exploration. It is often said that the
activity of the dopaminergic cells of the SNc and/or the
VTA indicate reward (Montague et al. 1995). But which
part of BG generates the stochastic signal necessary for
exploration?

Daw et al. (2006) also note that while there is consider-
able clarity on the anatomical sites of exploitation, neural
substrates of exploration are relatively unclear. In an imag-
ing-based study with human subjects playing ‘four-armed
bandit’ game, a RL game with a good blend of exploration
and exploitation, Daw et al. (2006) observe that frontopolar
cortex and intraparietal sulcus are preferentially active while
the subjects are engaged in exploratory activities. The two
cortical areas just mentioned may be the cortical sites sup-
porting exploratory decision-making. But, since the other RL
components associated with BG function have been identi-
fied within the BG circuit—TD error in SNc, Critic in stria-

tum, etc.—it is surprising that no corresponding BG nucleus
(or nuclei) has been mentioned as a subcortical base for
exploratory behavior.

We had earlier suggested that the STN–GPe loop inside the
BG circuit is rightly placed to support exploratory behavior
(Sridharan et al. 2006). In RL models, exploration is always
modeled by stochastic components. In biological terms, only
a neural system that is capable of producing complex spiking
activity can probably be qualified to serve as an explorer. The
STN–GPe layers which form an excitatory-inhibitory pair of
neuronal layers, are known for their complex spiking activity
in intact BG and a loss of this complex activity is observed
in dopamine-deficient or Parkinsonian conditions (Nini et al.
1995; Bergman et al. 1994; Brown et al. 2001).

5.1 The STN–GPe loop layer as a source of stochasticity

Plenz and Kitai (1999) on the basis of their studies of basal
ganglia organotypic tissue cultures have proposed that cor-
related activity can arise in both STN and GPe structures
and is caused by the interaction between the two structures
rather than being driven by an external source. Terman et al.
(2002) propose that a combination of weakened intra-GPe
connections and strengthened striatal input sets the stage for
synchronous STN–GPe oscillations and correlated rhythmic
STN output. There is a dearth of precise anatomical infor-
mation regarding the spatial organization of GPe–STN and
STN–GPe projections and whether the two nuclei project
on each other in a reciprocal or out-of-register manner.
Hurtado et al. (1999) recorded neuronal activity from awake
Parkinson’s patients and observed some paired recording
sites within the GPi that showed periods of transient syn-
chronization. Bergman et al. (1998) reported dynamic syn-
chronization of pallidal activity in MPTP treated monkeys.
Recent experimental studies have revealed prominent low-
frequency periodicity (4–30 Hz) of firing and dramatically
increased correlations among neurons in the GPe and the
STN (Bergman et al. 1994; Nini et al. 1995; Magnin et al.
2000; Raz et al. 2000; Brown et al. 2001). Experimental stud-
ies of activity in the STN and the GPe revealed that under
dopamine-depleted circumstances (analogous to Parkinso-
nian conditions), activity of these nuclei exhibited, though
not much reduction in firing rate, a dramatic increase in cor-
relations among neurons (Bergman et al. 1994; Brown et al.
2001). In modeling studies, correlated activity of neurons of
the STN–GPe loop has been functionally linked to Parkinso-
nian tremor frequencies (Terman et al. 2002) and to Parkin-
sonian handwriting distortions (Gangadhar et al. 2008).

Complex activity of STN–GPe loop in normal BG, and
its loss in Parkinsonian conditions has been attributed a deep
functional significance, and is interpreted as a source of the
stochastic exploration required by RL (Sridharan et al. 2006).
The model of Sridharan et al. (2006) describes a simulated
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Morris water pool experiment, wherein a virtual rat explores
for a hidden platform with the help of visible landmarks.
When the platform (i.e. the set of landmarks associated with
it) was not within the view of the agent, the STN–GPe part of
the model exhibited uncorrelated activity, reflecting explor-
atory behavior. When the platform (i.e., its associated land-
marks) falls within view, the STN–GPe activity dramatically
switches to correlated activity.

Discussing possible roles of various neuromodulators
(dopamine, serotonin, norepinephrine, and acetylcholine) in
brain function seen from an RL perspective, Doya (2002)
hypothesizes that: (i) dopamine represents the global learn-
ing signal for the prediction of rewards and reinforcement
of actions, (ii) serotonin controls the balance between short-
term and long-term prediction of reward, (iii) norepinephrine
controls the balance between wide exploration and focused
execution, (iv) acetylcholine controls the balance between
memory storage and renewal. Specifically, in support of the
hypothesized role of norepinephrine in exploration, Doya
points out that noradrenergic neurons in the locus cerule-
us (LC) are activated in emergency situations (Doya 2002).
Further, it is known that phasic response in the LC neurons
at the time of stimulus presentation is correlated with a high
accuracy of response (Aston-Jones et al. 1994). Other authors
have also suggested a link between norepinephrine and the
exploration–exploitation problem (Usher et al. 1999). There
is also evidence to connect norepinephrine with the level of
activity in the globus pallidus (Russell et al. 1992). Such per-
ceptions are much in tune with the idea of attributing to the
STN–GPe loop, a role in exploratory behavior (Sridharan
et al. 2006).

A main theoretical problem concerns exploratory behav-
ior and the trade-off between exploring to get new infor-
mation and exploiting existing knowledge in order to get
reward. Studying how animals choose to balance exploration
and exploitation is a rich field of investigation (Montague and
Berns 2002). It has been suggested that activity of the dopa-
mine system that is not associated with prediction errors for
reward, might be associated with ensuring appropriate explo-
ration (Suri and Schultz 1999; Kakade and Dayan 2002). The
close relationship between dopamine and temporal differ-
ence error in reinforcement learning has laid bare a new and
powerful connection between animal and artificial decision-
making systems.

6 Motor preparation

In their classic EEG studies of voluntary motor action,
Kornhuber and Deecke (1990) found slow negative shifts
in cortical potential much before the initiation of movement.
This potential, termed the Bereitschafts potential (BP), is
believed to signify the premovement preparation of motor

cortical areas. Careful current dipole source analysis of BP
has identified the SMA as a key player (Lang et al. 1991).
However, preparatory activity corresponding to movement
direction has been found in many other brain areas includ-
ing M1 (Georgopoulos and Grillner 1989), premotor cortex
(Kubota and Hamada 1978), PFC (Kubota and Funahashi
1982), the parietal cortex (Crammond and Kalaska 1989),
and BG (Alexander 1987). An interesting functional defini-
tion of motor preparation emerges out of primate experiments
by Churchland et al. (2006). This group hypothesizes that
preparation is a process by which activity of the motor corti-
cal neurons, random and variable in early stages of prepara-
tion, is progressively pushed into a limited region of the state
space that is specific to a given movement. Data from premo-
tor cortical neurons from primates appears to confirm their
hypothesis (Churchland et al. 2006). However, it appears that
compared to other motor cortical areas, SMA has a predom-
inant role in motor preparation.

6.1 SMA and motor preparation

SMA seems to compete with several other motor areas as
a primary source of motor preparatory signals. Single cell
recordings in primates revealed more marked preparation-
related changes in SMA neurons than in neurons of M1 (Tanji
1994). The question of ‘which area comes first—SMA or
M1?’ can be resolved if it can be shown that preparatory
activity in SMA neurons precedes similar activity in M1. It
has been shown that SMA neurons exhibiting preparatory
activity can be identified to project to M1 (Tanji 1994). Con-
trarily, it was also established that M1 neurons that exhibit
preparatory activity receive inputs from SMA and not from
thalamus or parietal cortex (Aizawa and Tanji 1994). Such
studies strongly implicate a role to SMA in motor prepara-
tion. However, perhaps SMA may not be solely responsible
for motor preparation. Its preparatory action might involve
interactions among subcortical structures like basal ganglia,
which are often implicated in motor timing functions: Inter-
action between the SMA and the basal ganglia is believed
to play a crucial role in learnt motor sequences (Cunnington
et al. 1995; Bapi et al. 2006). It has been suggested that phasic
activity of the basal ganglia may act as a “reset” signal to the
SMA clearing the traces after one movement and preparing
it for the consecutive movement (Georgiou et al. 1993).

From the above account, we understand that motor prep-
aration is effected by two-way interactions between BG and
SMA. A similar view of preparation had emerged out of a
computational neuromotor model of handwriting generation
(Gangadhar et al. 2007). The model is inspired by Hollerbach
(1981) oscillator theory of handwriting, according to which
handwriting may be regarded as superimposed motion of two
oscillatory processes—one vertical and the other horizon-
tal. Handwriting shapes can be generated by modulation of
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Fig. 3 Illustration of how pre-motor activity might settle over time.
Activity is represented in a high-dimensional space, with each neuron’s
firing rate providing an axis. Activity is initially variable, and near base-
line (one dot per trial). Following target onset, activity settles (curved
paths) to a subspace of states appropriate for the desired movement
(shaded area) (adapted from Churchland et al. 2006)

various parameter of oscillation like phase, amplitude at iso-
lated instants. Gangadhar et al. (2007) describe a network of
neural oscillators that can learn arbitrary strokes by resolving
stroke velocities in a Fourier-like fashion, in terms of oscil-
latory activities of neurons in the network. Accurate stroke
execution depends not only the ‘weights’ of the network, but
critically on the initial phase of the oscillators. The ‘basal
ganglia’ module in the model sends preparatory signals to
the oscillatory neurons and initializes their phases, by driving
them from random initial phases to a “standard phase state.”
Such a view of motor preparation strongly echoes the view of
Churchland et al. (2006) who observe that activity patterns
of dorsal premotor (PMd) neurons move from random initial
state to an ‘optimal subspace’ which refers to a confined set
of states (Fig. 3).

As an extension to the motor preparation studies presented
in (Gangadhar et al. 2008), our group had recently studied
preparation in Parkinsonian conditions (unpublished results).
In the model, we identify the drive signal from BG to SMA in
the model with the phasic dopamine burst which is known to
occur in the beginning of or before movement. Since dopa-
mine-deficiency is a hallmark of Parkinson’s disease (PD),
we simulate PD conditions in the model by weakening the
drive signal meant to prepare the neural oscillators. As drive
signal (scaled by a factor known as ‘drive factor,’ γdf) is
weakened, preparation takes longer and longer; when γdf

drops below a critical value, preparation never terminates
and movement is never initiated. This failure to prepare the
motor cortex for movement resembles the difficulty faced

by PD patients with voluntary control. Particularly, it pro-
vides an interesting explanation to the freezing phenomenon
(Giladi et al. 1992) of PD, which we suggest may be regarded
as a case of failed motor preparation.

7 BG, PFC, and working memory

Clinical importance of the fronto-basal ganglia circuitry
emerges from the involvement of these circuits in a range
of neuropsychiatric disorders like schizophrenia, attention
deficit hyperactivity disorder, etc. (Cohen et al. 2002).
Prefrontal areas have a recognized role in cognition, goal-
directed behavior, working memory, and attentional func-
tions (Gabrieli et al. 1995; Knight et al. 1995). Goal-directed
behavior requires that the goal-related information is stably
held in the mind while the individual is engaged in actions
that help in attainment of the goal. PFC has been identified as
a key player in this process because this cortical area has been
found to be preferentially activated in tasks that involve goal-
seeking. Furthermore, damage to PFC leads to impairments
in goal-seeking (Cohen et al. 2002).

Although PFC fulfils the need for a mechanism for main-
tenance of goal-related information, it leaves two questions
unanswered: (1) How long should the goal-related informa-
tion be held in PFC? (2) By what mechanism is updating
of information in PFC engendered? It has been suggested
that dopaminergic projections to PFC from ventral tegmental
area (VTA) perform this gating of information in PFC (Cohen
et al. 2002). According to this proposal, in the absence of pha-
sic dopamine release, activity of PFC remains robust against
perturbing afferent inputs. Phasic dopamine burst opens the
gate and permits updating of goal-state in PFC (Montague
et al. 2004). O’Reilly and Frank (2006) present a model of
working memory involving PFC and BG in which the gating
of working memory by dopaminergic projections to PFC is
described within the framework of RL. The reward-related
information in dopamine signal is used to decide which infor-
mation is maintained over time and which information is
allowed to be updated in PFC.

Disturbances in dopaminergic transmission to PFC is
linked to pathogenesis of schizophrenia (Montague et al.
2004). For nearly half a century, schizophrenia has been
believed to be a hyperdopaminergic state. The fact that drugs
that block dopaminergic transmission ameliorate delusional
symptoms of schizophrenia, and that dopamine agonists
reproduce some of schizophrenia symptoms, lent support to
this belief. However, later work demonstrated that the link
between dopamine and schizophrenia is more complicated
than that. A more recent assessment is that schizophrenia
is associated with reduced dopamine in PFC and increased
dopamine levels in striatum. By simulating reduced dopa-
minergic gain in PFC using computational modeling, it was
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possible to reproduce symptoms of schizophrenia (Servan-
Schreiber et al. 1990).

8 Timing

Coordinating the relative timing of multiple streams of pro-
cessing is crucial in both motor performance and sensory per-
ception. Temporal processing in biological systems occurs
over a range of time scales and is broadly classified into 3
categories: (1) circadian timing, which corresponds to dura-
tions of the order of days, and handled by brain structures
like suprachiasmatic nuclei, (2) interval timing, which corre-
sponds to durations in the range of seconds to minutes, and
coordinated primarily by cortico-striatal interactions, and (3)
millisecond timing, which obviously corresponds to milli-
second durations, controlled by the cerebellum (Buhusi and
Meck 2005). Apart from timing aspects, contributions of the
cortico-striatal and cortico-cerebellar systems have been dis-
tinguished with respect to motor skill learning (Doyon et al.
2003).

Recent data indicate that time might be represented in a
distributed manner in the brain and that telling the time is a
matter of detecting coincidental activation of different neural
populations. Interval timing depends on the intact striatum
(Malapani et al. 1998). An impaired ability to process time in
the seconds-to-minutes range is found in patients with disor-
ders that affect the dopaminergic pathways like Parkinsons
Disease (PD), Huntington’s disease and Schizophrenia. PD
patients show the scalar property when under l-dopa but not
when tested off-medication (Malapani et al. 1998). They are
unable to time two durations independently; the reproduced
criteria for the two criterion durations tend to migrate towards
each other. This migration is eliminated and accurate timing
reinstated after stimulation of the subthalamic nucleus. They
also show a poor timing of motor actions. Preservation of the
scalar property after cerebellar lesions supports the view that
the striatum and cerebellum are involved in different aspects
of timing and time perception. As mentioned earlier, the cer-
ebellum has been charged with millisecond timing and the
BG with interval timing.

The role of basal ganglia in ‘interval timing’ appears to
emerge from the dynamics of thalamocortico-striatal loops.
In the striatal beat frequency (SBF) model (Matell and Meck
2004), a model that highlights the timing function of BG, cor-
tical oscillators are assumed to increase synchrony just before
movement onset and maintain the rhythm throughout the per-
formance. The dopaminergic burst at trial onset could trigger
the synchronization of cortical oscillators according to the
SBF model (Buhusi and Meck 2005). Striatal neurons are
tuned to respond to specific patterns of cortical oscillations
(Matell and Meck 2004). Experience dependent changes in
the cortico-striatal transmission are assumed to make the
striatal neurons more likely to detect the specific pattern of

activation of cortical oscillators at the time of reward deliv-
ery through cortico-striatal LTP and LTD (Buhusi and Meck
2005).

If we accept the view that BG nuclei are substrates of
RL machinery in the brain, then the involvement of BG in
timing-related functions is only natural. Prediction of future
reward, which is one of the key subproblems of RL, involves
answering two questions: “how much?” and “how soon?” In
the process of solving the temporal credit assignment prob-
lem underlying RL, BG naturally address the timing problem
and learn the temporal relationships among the rewarding
events, stimuli and actions.

9 BG and action selection

The proposal that the BG resolve the tie among competing
actions is based on a growing consensus that a key function
of these structures is to arbitrate between sensorimotor sys-
tems competing for access to the final common motor path.
A computational hypothesis developed from this idea relies
on the premise that afferent signals to the striatum encode
the salience of ‘requests for access’ to the motor system
(Redgrave et al. 1999b). Multiple selection mechanisms
embedded in the BG could resolve conflict between com-
petitors and provide clean and rapid switching between win-
ners. First, the up/down states of the striatal neurons may act
as a first pass filter to exclude weakly supported ‘requests.’
Second, local inhibition within the striatum could selectively
enhance the activity of the most salient channels. Third, the
combination of focused inhibition from striatum with diffuse
(divergent) excitation from STN could operate as a feed-
forward, off-center/on-surround network across the BG as
a whole (see Mink 1996). Lastly, local reciprocal inhibition
within the output nuclei could sharpen up the final selections.

Using the action selection hypothesis as an organizing
principle, Prescott et al. (2002) have proposed a new func-
tional grouping based on selection and control circuits. The
strength of this model has been tested by embedding it in the
control architecture of a mobile robot equipped with a small
repertoire of animal-like behaviors (see Prescott et al. 2002).
This work confirmed that the simulated BG can provide effec-
tive action selection in a real-world context requiring appro-
priate and timely behavioral switching. The robot model also
provided an insight into the emergent consequences of abnor-
mal dopamine modulation of action selection. For instance,
reminiscent of some motor symptoms of Parkinson’s dis-
ease, reduced dopamine was found to cause failures to select
appropriate behavior or to complete behaviors once selected.

Recent studies have provided evidence for local inhibition
within the striatum mediated either via local interneurons
or by reciprocal inhibitory networks among the output cells
themselves (Oorschot et al. 2002). Wickens (1997) investi-
gated the dynamics of such local neighborhoods of striatal
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neurons using network models. Under varying assumptions
of topology and size, it was observed that reciprocal inhibi-
tion will usually lead to a network dynamic of competition,
that is, the most active neurons will tend to suppress activity
in their less active neighbors. This research also explained the
effects of simulated dopamine inputs, showing that under cir-
cumstances of low dopamine, the dynamics of the network
changes from competition to co-activation (where activity
is uniformly distributed within the local population of neu-
rons), a pattern that could provide a model for the muscular
rigidity seen in dopamine deficient Parkinson’s patients.

Redgrave et al. (1999a) contend that the short duration,
short latency response of dopaminergic cells to unexpected
presentation of behaviorally salient stimuli represents an
important component of the processes that are responsible
for reallocating attentional and behavioral resources in favor
of unexpected salient events. It is presumed that such a burst
produces a relatively non-differentiated wave of dopaminer-
gic input to wide areas of the striatum. The authors (Red-
grave et al. 1999a) state that the vertebrate BG has evolved
as a central selection device, specialized to resolve conflicts
between multiple sub-systems that compete for access to lim-
ited motor or cognitive resources. Within this framework,
selection operations selectively disinhibit the sensori-motor
connections of ‘winning’ competitors, while at the same time
maintaining or increasing the inhibitory control over ‘losing’
competitors. Another implicated function of the dopamine
burst is that before a rewarding stimulus can be located and
consumed, it is first necessary to interrupt ongoing behavior
and switch attentional and behavioral resources to deal with
the rewarding event. Such a role is substantiated by the dis-
covery that unexpected novel or intense stimuli always elicit
short-term dopamine bursts.

10 BG and fatigue

Fatigue refers to a state of exhaustion when the individual
feels incapable of generating enough force to perform signif-
icant work. However, it must be distinguished from weakness
in which the individual is actually unable to generate suffi-
cient muscular force commensurate with the task at hand.
This latter form of fatigue may be called ‘muscular fatigue’
or even ‘peripheral fatigue’; it refers to actual inability of the
muscle to generate force. It may be distinguished from ‘cen-
tral fatigue,’ which refers to the subjective feeling of being
exhausted. This central fatigue figures prominently in a syn-
drome known as the ‘chronic fatigue syndrome’ (CFS) which
is characterized by, among other things, cognitive problems,
sleep impairment, allergies and sensitivities, headaches, low
grade fever, etc. It is usually defined by presence of persistent
and relapsing unexplained fatigue lasting for at least 6 months
(Fukuda et al. 1994). What is puzzling about CFS patients

is that they need not be actually weak but only suffer from a
constant feeling of weakness or fatigue. Chaudhuri and
Behan (2000a) mention neurological disorders, other than
CFS, that are related to central fatigue. These include post-
polio syndrome, post-viral syndrome, post-Guillain Barre
syndrome, multiple sclerosis, Parkinson’s disease, etc.

Some important defining features of CFS symptomology
are (Chaudhuri and Behan 2000b):

(1) CFS patients exhibit delayed motor conduction similar
to that seen in multiple sclerosis patients

(2) CFS patients are not able to fully recruit their muscles
in spite of having an intact muscular system

(3) They have an exaggerated perception of effort
(4) They also exhibit reduced motor evoked potentials

during exercise compared to controls

Transmagnetic stimulation (TMS) studies with CFS
patients revealed that the patients are not only not activat-
ing their muscles to the fullest extent, but that the reduced
muscle activation seen was due to reduced central activation
(Sacco et al. 1999). In addition to reduced motor cortical
activity during movement, reduced premovement or prepa-
ratory activity was also observed in CFS patients (Starr et al.
2000). These studies indicate that a key causative factor in
CFS is reduced drive to the motor cortex.

Chaudhuri and Behan (2000c) hypothesize that the origins
of central fatigue lies in the dynamics of BG circuitry. With
arguments based on neuropathological data, these authors
suggest that central fatigue arises due to “failure in the inte-
gration of the limbic input and the motor functions within the
basal ganglia affecting the striatal-thalamic-frontal cortical
system” (Chaudhuri and Behan 2000c). Elsewhere, Chaud-
huri and Behan (2000a) describe voluntary work as a var-
iable that depends jointly on applied effort, which depends
on motivational input; and perceived exertion, which depends
on sensory–motor feedback from the body. Central fatigue
seems to be a case of impaired “perceived exertion.”

The idea that fatigue arises due to failure in integration
of limbic and motor inputs in BG is very much in line with
the perspective of BG function developed in this review. So
far, in this review, we have primarily focused on sensory
motor aspects of BG function. However, the cortico-strio-pal-
lido-thalamic pathways that course through BG nuclei are
organized as parallel loops that are segregated based on their
functions(Alexanderetal.1990;Hikosakaetal.1999).Accor-
ding to the eminent classification of Alexander et al. (1990),
the loops are: (1) skeletomotor loop, (2) oculomotor loop, (3)
associative loop,and(4) limbic loop.Since thesepathwaysare
organized topographically, segregation of the loops is main-
tained throughout BG circuitry. The first two loops, the skel-
etomotor and oculomotor loops, as the names suggest, control
musculoskeletal functions and eye movements respectively.
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The associative loop is involved in cognition, memory, and
attention. The limbic loop interacts with cortical and subcor-
tical limbic areas like anterior cigulate cortex, amygdala, etc.,
and is involved in motivational activities, homeostasis, vis-
ceral monitoring, and control. The sensory motor functions
and reward-processing as it is described in this review so far,
is most relevant to the first two loops (skeletomotor and oculo-
motor). But it appears that understanding the involvement of
associative and limbic loops is key to understanding the rela-
tionship between BG and fatigue.

To understand BG functions in limbic domain, we hypoth-
esize an expanded picture of reward processing by BG.
The essential picture of reward processing in BG presented
so far is as follows: BG bind signals that represent natu-
ral rewards (food, juice, etc.) with neutral sensory stimuli,
predict future rewards and use those predictions to choose
rewarding actions. But viewing an action merely as reward-
ing or unrewarding is a narrow view of action and its impli-
cations. An important component seems to have been missed
here. To perform an action, an animal has to spend energy;
or it may have to incur risk. Therefore, choice of an action is
based not merely on its intrinsic reward; the action is selected
and executed only when the reward outweighs the metabolic
cost and/or risk incurred by the animal by that choice. To
be precise, since the actual reward or actual metabolic cost
are not known to the animal before the action is performed,
the animal probably bases its judgment by comparing pre-
dicted reward with expected metabolic cost and/or risk. We
know that BG motor loops provide with reward predictions;
we hypothesize that the limbic loop provides information
regarding expected metabolic costs.

11 BG and apathy

Apathy is usually defined as ‘lack of feeling, emotion, inter-
est, or concern’ (Levy and Dubois 2005). In terms of observ-
able features, it is marked by a drastic reduction in voluntary
or goal-directed behavior. Therefore apathy is a natural out-
come of alterations in neural circuits—most importantly PFC
and BG—that subserve voluntary actions. Lesions of PFC
(Eslinger and Damasio 1985; Fuster 1997; Stuss et al. 2000)
and of specific structures in BG (Bhatia and Marsden 1994;
Engelborghs et al. 2000; Ghika-Schmid and Bogousslavsky
2000) often result in apathy. Apathy, however, is not a sim-
ple unitary process: a variety of factors—cognitive, emo-
tional, etc.—can underlie apathy. Accordingly, Stuss et al.
(2000) group apathy types into three categories: (1) cognitive,
(2) emotional, and (3) behavioral. These categories are fur-
ther associated with certain precise anatomical substrates in
BG–PFC circuitry.

The emotional component of apathy is associated with
orbital and medial PFC and the ventral striatum to which it

is connected. Primate electrophysiology studies and imaging
studies with humans indicate that the orbital and medial PFC
is important to interpret the relative or contextual value of
reward and use it as impetus for behavior (Thut et al. 1997;
Tremblay and Schultz 1999). As a consequence, lesions in
orbital and medial PFC may lead to deficits in reward detec-
tion, and therefore to a reduction in voluntary actions, which
may be interpreted as apathy.

Similarly the cognitive component is linked to lateral PFC
and dorsal caudate nuclei (Levy and Dubois 2005). This
aspect of apathy, alternatively described as ‘cognitive inertia’
is related to impaired goal directed behavior. Goal directed
behavior involves a host of component functions like plan-
ning, working memory, rule-finding, and set-shifting; these
functions are preferentially impaired by lesions in lateral PFC
(Goldman-Rakic 1987; Fuster 1997). Moreover, lesions of
dorsal caudate nucleus produce behavioral deficits, for exam-
ple in delayed alternation tasks, similar to those obtained in
case of lateral PFC lesions (Dean and Davis 1958; Iversen
1979).

Thus, the emotional component of apathy seems to stem
from inability to adequately sense and respond to presence
of reward. The cognitive aspect arises from deficits in vari-
ous component functions of goal-directed behavior. The third
aspect of apathy, the ‘behavioral’ aspect, also described as
‘auto-activation deficit’ (Levy and Dubois 2005), refers to a
loss of spontaneous activation. Patients in this condition may
prefer to sit quietly for extended periods without talking to
anyone or taking any initiative. However, they may respond
appropriately to external stimulation and produce relevant
answers and actions.

In summary, it may be stated that apathy arises due to
disruptions in fronto-basal ganglia circuitry. Further, since
it is related to deficits in reward processing, involvement
of dopaminergic signaling may be expected. Therefore, not
surprisingly, apathy is often observed in PD patients, and,
further, marked differences in apathy may even be observed
between ‘ON’ and ‘OFF’ states of PD patients (Czernecki
et al. 2002). Thus, it appears that apathy and fatigue could
be related to the disruption in the convergence of motiva-
tional and emotional information from the limbic pathways
which project to the ventral striatum and the striosomal mod-
ules in BG. Matrisomal modules, on the other hand, seem to
be receiving sensory–motor information from the cerebral
cortex. BG are thought to be in the best position to combine
the affective information into goal-directed behaviors (Houk
et al. 1995).

12 Summary and conclusions

Drawing from existing literature on functional aspects of BG,
in this review, we attempted to present a conceptual synthesis
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Fig. 4 A simplified schematic for illustration the ‘gating’ function of
BG. The position of BG with respect to sensory–motor cortical areas
is shown. The control areas include prefrontal areas and supplementary
motor area. Though SNc is usually considered a part of BG it is shown
outside BG to reveal the DA signal. Not all connections are shown for
clarity of presentation

of the BG function. From this synthesis, the essence of BG
function may be stated as follows: BG combine the sensory–
motor context of an organism with reward information and
pass on this combined information to motor and prefrontal
cortical areas for decision making. Most functions of BG
seem to have their roots in this essential operation. Although
there are no computational models at present for all aspects of
BG function, a preliminary conceptual synthesis can prepare
the ground for a formal modeling effort.

The functional position of the subcortical nuclei of BG
with respect to the cortex may be illustrated in Fig. 4. BG
supply the result of synthesis of reward and sensory–motor
signals to control or decision making areas of the cortex (pre-
frontal areas and supplementary motor area). BG inputs to
these areas act as a ‘gate’ that typically allows rewarding
actions or disallows unrewarding ones. Further, when multi-
ple actions compete for execution at the same time, the BG
system acts as an arbitrator that resolves the competition by
making use of dopaminergic reward information as a salience
measure.

The term ‘gating’ may be used as a coarse first-order
description of BG function. A more accurate description
would be to say that BG influence or modulate the ‘con-
trol areas’ (PFC areas and SMA). Another instance of such
influence or modulation is motor preparation, in which BG
monitors SMA activity and sends preparatory drive to SMA
before sequencing the next movement. The two-way inter-
action between control areas (here SMA) and BG shown in
Fig. 4, provides the anatomical substrate for such a prepara-
tory process.

An agent engaged in reinforcement learning needs to
switch between exploitation and exploration. Incorporating
the idea that the indirect pathway (IP) consisting of STN
and GPe has the machinery to generate the randomized

IPDP 

Cortico-striatal
Afferents 

To thalamic
 targets 

BG

Exploration 

Exploitation 

Fig. 5 The direct and indirect pathways of BG, hypothesized to sub-
serve exploitation and exploration functions, respectively

signal necessary to drive exploration, we now have a pic-
ture of BG function in which the direct and the indirect
pathways subserve exploitation and exploration, respectively
(Fig. 5). Accordingly, BG circuit may be thought of an evolu-
tion engine, with the DP playing a role analogous to natural
selection, and IP corresponds to the process of random muta-
tion. The key point is that, while the real evolution occurs
over millions of years, the “evolution” driven by BG occurs
over behavioral time scales. Thus, when Yin and Knowlton
(2006) suggest that BG may be thought of as “a biological
system that operates by classical selectionist principles, pos-
sessing a generator of diversity and mechanisms of selection
and of differential amplification,” they are echoing a similar
perspective of BG function. We go a further step in suggest-
ing that the “generator of diversity” in BG is located in the
complex dynamics of IP. There have been several studies,
which suggest that loss of complex activity in the Indirect
Pathway might be responsible for Parkinsonian tremor. Thus,
unlike several earlier theoretical suggestions which consider
the indirect pathway as playing a somewhat weaker role like,
for example, providing contextual information, or focusing
and sequencing of GPi outputs (Hikosaka et al. 2000), switch-
ing (Isoda and Hikosaka 2008), IP plays quite a significant
role—a role that is exactly complementary and not just oppo-
site (Frank 2005) to that of DP—in the perspective of BG
function developed in this review (see Appendix).

While we endeavor to present a coherent conceptual syn-
thesis of BG function, linking its multitudinous functions to
its essential role of learning by reinforcement, we admit that
the time is not yet ripe to translate this conceptual picture
into a detailed and comprehensive computational model. It
takes an enormous amount of modeling effort to translate
the coherence that is now apparent at a conceptual level into
a comprehensive, inclusive model. It is indeed a modeler’s
delight to be able to describe this ‘mysterious’ (to paraphrase
Marsden’s depiction of BG) system in perfect computational
terms.
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Non-RL views of BG function

Even though the functional architecture of BG, in its relation
to other key brain areas, as depicted in Figs. 4 and 5, is inter-
esting and compelling in its own right, it must be noted that
there exist radically different views of BG function in con-
temporary literature. As new experimental data is obtained,
there is an attempt to add newer connections, and even mod-
ules to existing BG architecture. Such additions challenge
earlier conceptions of BG function. They seem to demand a
thorough revision of the matter from scratch, or an accom-
modation, if possible, of the new data into the preexisting
framework.

It is helpful to categorize two classes of BG models viz.,
models based on strict RL and models based on RL in a broad
sense. The models of Schultz et al. (1997) fall under strict
RL, in which the dopamine signal is identified with TD error.
In models based on a more general, expanded notion of RL,
dopamine simply denotes some form of “reward,” “salience,”
or “error” information. Even the models of Prescott, Red-
grave, Gurney et al. (Redgrave et al. 1999a,b; Prescott et al.
2002), in which dopamine signal denotes “salience” of an
action, and is used for action selection, may be interpreted as
falling under this broad RL category. In fact such a broader
view of BG function seems to be, as things stand now, closer
to the truth of the matter. It may be premature to assume that
the strict RL-based approach has answers to all the questions,
since that interpretation is not free from shortcomings.

Although the original electrophysiological experiments of
Schultz (1998) have been replicated several times, they have
been performed only in that one lab. There is an obvious need
for other labs to repeat these experiments. Even in modeling
domain, there have been several attempts to expand on the
theme of equating dopamine signal with TD error. A recent
model proposes differential roles for tonic and phasic DA
activity, the former relating to long-term reward predictions
and the latter relating to trial-specfic predictions (Daw and
Touretzky 2000). The other proposal is that the phasic DA fir-
ing relates to prediction error and the tonic DA activity com-
ponent relates to the uncertainty of the prediction (Fiorillo
et al. 2003).

Thus, a more inclusive conceptual summary of BG func-
tion may be given as follows. BG combine the “reward” or
“salience” or “error” related information carried by dopa-
mine signal with the sensory–motor cortical state and pro-
vide appropriate corrections to the motor cortex.

There are other models of BG which do not even fall under
the umbrella of this broader RL. For instance, Leblois et al.
(2006) organize the BG and related structures into two loops:
the first consisting of cortex–striatum–GPi–thalamus–cortex,
which is thesameas the traditionaldirectpathway,andthesec-
ond consisting of cortex–STN–GPi–thalamus–cortex which
they term the hyperdirect pathway. The authors suggest that

Motor Cortex

STR STN

GPe

GPi

To thalamus/cortex

Fig. 6 A schematic of BG architecture proposed by Obeso et al. (2006)
(redrawn based on (Obeso et al. 2006))

competition between these two loops is responsible for action
selection. They also show how moderate reduction in dopa-
mine causes impaired action selection, and greater dopamine
deficit produce oscillations. In another such radical proposal,
Obesoetal. (2006)place theGPeinacentralpositionwithcor-
tex–STR–GPi and cortex–STN–GPi as two parallel pathways
winding around GPe (Fig. 6). The authors support their archi-
tecture mostly by involving experimental studies and there is
no mention of reinforcement learning. There is also no clear
description of the role of dopamine signal in BG function. It
would be a non-trivial challenge to see if such an architecture
can be shown to explain RL functions of BG.

With so much rethinking going on about BG function,
even after nearly 30 years of intensive research in model-
ing, the subject appears more challenging than it has ever
been. Nevertheless, what remains invariant under the tangle
of conflicting suggestions is the essential view that BG is
a network of subcortical structures that strongly influences
decision-making in cortical control structures by process-
ing the reward-related information in midbrain dopaminergic
signals. All the heated debate is over the nature of detailed
information processing that occurs in specific BG nuclei. But
then, the devil, as the saying goes, is always in the detail.

Acknowledgments The authors acknowledge the many useful dis-
cussions they had with Gangadhar Garipelli and Sridharan Devarajan
on various topics related to basal ganglia modeling. This work is spon-
sored in part by a research grant from the Department of Science and
Technology, India.

Appendix

An alternative view of DP and IP function

The proposed complementary function of DP and IP was
recently developed in a model that highlights the role of BG
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in reaching movements (Mohamed et al. 2009). In this model,
the motor cortex (MC) is trained to reach one of four targets
on command. It is modeled as a perceptron which takes the
target selection vector (TSV), ξ , as input and produce, gm, as
output. The TSV of the i th target is represented as ξi (i) = 1,

and ξi ( j) = 0 for j �= i . The output of MC, gm, and the
output of BG (gbg) are combined linearly to produce:

g = αgm + βgbg

where g represents activations to be given to the four mus-
cles of a two-link arm. BG output, gbg, is a time-varying
quantity driven by a chaotic source located in the IP. This
variable gbg induces random, wandering movements of the
arm. The value function, V (t), evaluates the nearness of the
arm’s end-effector to the target and is given as:

V (X; X tar
i ) = A

(
1 − d2

r2

)
for d < r

= 0 otherwise

where d = ∥∥X − X tar
i

∥∥ .

Value is thought to be computed within the Striatum. The
TD error, δ, which represents the phasic activity of DA cells
of SNc, as follows:

δ(t) = r(t) + γ V (t) − V (t − 1)

The reward, r(t) = A, when d < Rsmall, otherwise r(t) = 0,
where Rsmall is a small positive quantity.

Accidental target-wards movement of the arm, results in
positive δ(t), while negative shifts in δ(t) accompany move-
ments away from the target. Fluctuations in δ(t) in turn con-
trol the BG output, gbg, according to the following rule:

if(δ(t) > DAhi )

�gbg(t) = +�gbg(t − 1) –“Go”
else if(δ(t) > DAlo and δ(t) ≤ DAhi )

�gbg(t) = ϕ –“Explore”
else// (δ(t) ≤ DAlo)

�gbg(t) = −�gbg(t − 1) –“NoGo”

where ϕ is a random two-dimensional vector such that norm
(ϕ) = η, and gbg is updated such that gbg(t + 1) = gbg(t) +
�gbg.

A large positive fluctuation in δ(t)(> DAhi) indicates that
the last move is in the right direction, resulting in continua-
tion in the same direction: this regime corresponds to the Go
case of classical Go/NoGo interpretation of DP/IP function.
Similarly, a large negative fluctuation in δ(t)(< DAlo) indi-
cates that the last move is unacceptable, in response to which
the arm is commanded to move in exactly opposite direction.
This regime corresponds to the NoGo case. A novel aspect
of the proposed model consists in positing a third regime—
the Explore regime—between Go and NoGo regimes. For
DAlo < δ(t) < DAhi , the last move is “neither good nor

Fig. A1 The three-regime scheme involving Go–Explore–NoGo in
which each regime corresponds to a range of values of δ

bad.” In this case, the arm randomly explores a new direc-
tion. Driven by such wandering movements, when the arm
accidentally arrives at the target, it receives a reward. The
muscle activations that the arm receives at that instant are
used to train the MC. With such a training scheme, the arm
negotiates long, tortuous movements to reach the target in the
early stages. This variability in reaching trajectories reduces
as training progresses.

Thus as a radical departure from the classical Go–NoGo
picture of DP/IP function, we propose a Go–Explore–NoGo
scenario (Fig. A1), where the site of “Go” is DP, while both
“Explore” and “NoGo” are subserved by IP.
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