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The paper introduces a multi-layer multi-column model of the cortex that uses four different neuron
types and short-term plasticity dynamics. It was designed with details of neuronal connectivity available
in the literature and meets these conditions: (1) biologically accurate laminar and columnar flows of
activity, (2) normal function of low-threshold spiking and fast spiking neurons, and (3) ability to generate
different stages of epileptiform activity. With these characteristics the model allows for modeling lesioned
or malformed cortex, i.e. examine properties of developmentally malformed cortex in which the balance

between inhibitory neuron subtypes is disturbed.
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1. Introduction

Both horizontal and columnar organizations of the
neocortex are vital to its normal operations. Tha-
lamic input to the cortex propagates in a spe-
cific laminar fashion, from layer IV to II/III, to V
and VL.! The focality of this input is maintained
by surrounding inhibition provided by basket cells
that control horizontal spread of excitation.!2 This

*Corresponding author.

function of fast-spiking (F'S) parvalbumin-containing
basket cell inhibitory interneurons is in contrast to
that of interneurons with a bipolar morphology* ”
that allows for simultaneous inhibition in different
layers but within a cortical column. Some bipolar
interneurons contain somatostatin and have low
threshold spiking (LTS) characteristics.®® These
two inhibitory cell types vary not only in their
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morphology, but also in their membrane properties,
synaptic inputs, as well as their postsynaptic tar-
gets.? 14 Because of this variation, changes in the
effectiveness of LTS interneurons are expected to
produce substantially different network effects than
altering F'S interneuron output. Under certain dis-
ease conditions, these two interneuron subtypes are
in fact differentially affected.!> 2 Computational
modification of these individual interneuron sub-
types is a useful aid in understanding network alter-
ations, particularly under disease conditions.

These two inhibitory subtypes have previously
been modeled with different levels of detail, from
very simple single compartment units,?' 24 to com-
plex, multi-compartmental models.2> Multiple mod-
els of cortical or thalamocortical circuits have

26732 Functions of inhibitory interneu-

been designed.
rons are particularly emphasized in simulations of
thalamocortical oscillations®* 37 but these models
focus on inhibitory neurons in general, without dis-
tinguishing their subtypes. Different inhibitory sub-
types are used in models of one or several layers

25:38:39 or in large scale simula-

within one column
tions where only global activity is the subject of
analysis.4* 42 We are not aware of another cortical
model with the two interneuron subtypes that pre-
serves the multi-layer, multi-columnar structure that
is crucial for analyzing a flow of activity in normal
or malformed cortex.

We introduce here a computational multilayer
model consisting of multiple cortical columns that
employs the two inhibitory subtypes, along with a
detailed description of neural connections within and
between layers and columns. In addition, we use
a synapse model that allows for modeling short-
time plasticity. Parameters of connections, namely,
the probability of a connection, maximal ampli-
tude, half-width of postsynaptic potential (PSP),
and latency to peak of PSP, differ according to the
types and location of the interconnected neurons.
This allows the resulting model to mimic details of
neuronal connections with the use of a simple neuron
model.

The development of such a cortex model is the
first required step before generating and testing
novel ideas about modulation of inhibitory subtypes
in a developmentally malformed cortex.*? Here we
demonstrate that the model closely simulates a nor-
mal biological cortex.

The paper is organized as follows. Section 2
describes the structure and components of the
cortical network model. Simulations and their
results are discussed in Sec. 3, and we finish with
conclusions.

2. Methodology
2.1. Computational methods

The artificial neural network described here is
designed to be consistent with biological data regard-
ing probabilities of connections, synapse strengths,
PSP characteristics, and the number of neurons
taken from published reports; we also used biological
data from Jacobs Lab. In particular, the network is
designed based mostly on data from studies of paired
intracellular recordings between neuronal types.4 47
Below we describe the most important components
of the model.

Although there exist software packages that allow

4851 we developed our own

for network modeling,
model to be able to easily modify the network struc-
ture, neuron model, connectivity patterns, and data

collected from simulations.

2.1.1.  Topology of the network

The network’s topology accounts for spatial struc-
ture that consists of five columns and four layers,
however, the number of column and layers can be
easily extended. The model is consistent with the
rat somatosensory cortex as follows:

e layer II/IIT — an association layer, consists of reg-
ular spiking (RS), LTS, and FS neurons

e layer IV — the input layer (thalamus projects into
this layer), contains FS and LTS neurons, as well
as spiny stellate (SS) neurons, modeled as RS neu-
rons

e layer V — an output layer, consists not only of
RS, LTS, and FS neurons but also of intrinsically
bursting (IB) neurons

e layer VI — generates cortical outputs, consists of
RS, FS and LTS neurons.

Numbers of every neural type in each layer are
given in Table 1. Although not every aspect of
cellular intrinsic properties and connectivity have
been biologically examined for the mammalian neo-
cortex, hundreds of studies have provided many
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Table 1. Parameters used to generate neurons of different types and the distribution of neural types across layers.

Parameters of the neuron model

Average number /percentage per layer

Max. firing Layer Layer Layer Layer

a b c d freq. (Hz) 11/111 v A% VI
RS 0.02 0.2 [—65;,—60]  [5; 8] 160 169/79  83/73  84/52  230/84
1B 0.02 0.2 [—55;—50]  [2; 4] 300 — — 28/17 —
FS (0.08; 0.1]  [0.175; 0.20] —65 2 350 30/14  20/18  33/21  27/21
LTS [0; 0.02] [0.225; 0.25] —65 2 212 16/7 11/9  15/10 15/5
required details.?5258 Biologically verified infor- (a) column1  column2 (b)
mation was used for specifying the relative num- V'Y N I %
ber of neurons within different layers,® the total (i : : (]
number of GABAergic neurons in specific layers,59 @ ) v E%
the percentage of parvalbumin (PV)-stained neu- v o ° 40
rons (FS),%° the percentage of SS-immunostained ' ' ( A
neurons (LTS),!%61 and the percentage of 1B.62:63 _’Q % v o ||®
While there are additional types of GABAergic neu- v 0 0 \ A.
rons,*®9 these are in much smaller numbers and EA A ‘ A
far less is known about their connectivity. Because 4&; N\ vi [ ]
PV- and SS-immunostained neurons make up the Vi M. - ¢
majority of GABAergic neurons in neocortex,* we =1 ' Thi?.,lstrl? °

restricted our model to these two inhibitory types.
The total number of neurons that we use in one col-
umn is 761, which gives 3805 in the entire network.
The model implements only about 5% of neurons in
one column of the cortex but preserves the ratios of
neuron types.

The spatial size of the network is consistent with
the rat somatosensory cortex, namely, the distance
between the centers of columns is 400 ym and the
heights of the layers are: 400, 200, 600 and 600 pm,
for layers II/III, IV, V and VI, respectively. When
a neuron is placed in a particular layer, its spatial
coordinates are chosen randomly with a uniform dis-
tribution in this layer.

The crucial aspect of building any network is
the design of its topology. Connection between two
neurons depends on the probability of a connection,
amplitude, and shape of the PSPs. In our design
we used published data, which is summarized in
Table A.1 (Appendix A). Probabilities of connec-
tions vary not only with the types of neurons but
also with their location within columns and layers.
As a result, each cell type is connected in a unique
way to the other cell types used in the model (Fig. 1).
The probabilities define the spatial structure of the
network, e.g. the degree distribution (the number

Fig. 1. (Color online) Example of connectivity. (a) RS
neurons (light green triangle) in layer VI connect with dif-
ferent probabilities to IB neurons in layer V (dark green
triangle), F'S neurons (blue circle) in layer VI within the
same and adjacent columns, LTS cells (red ellipse) in
layer VI, and other RS cells in layers V and VI. Numbers
shown reflect probability of connection to that cell type.
(b) Connections of the thalamic input to one column.

of connections) or the shape of dendritic trees.
Synapses between the neurons are characterized by
their weights, which are determined using the data
shown in Table A.1 (Appendix A). The strength of
a connection was calculated as a weighted average
of published results, with weights being inverses of
the reported variances. This was done to take into
account the fact that values reported in different
reports had different standard deviations due to dif-
ferent sample sizes and methods used. The delays
in connections (the time between the presynaptic
neuron spikes and PSP is generated in the postsy-
naptic neuron) are based on the distance between
neurons and averaged speed of signal propagation
(4m/s).

The described details of connectivity allow the
model to accurately mimic neuron connections
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without actually modeling various compartments of
neurons.

The thalamic input is modeled as a single cell
connected to the selected cells within a single col-
umn and is provided to RS and FS neurons in layer
IV, and to RS neurons in layer V. This is consistent
with the processes that take place in rat somatosen-
sory cortex. The resulting activity of the stimulated
network is visualized in three ways: as a pattern of
spikes, as an artificially generated local field poten-
tial (LFP), and as EEG. The spike pattern provides
insight into how each neuron behaves and how sin-
gle neuron responses contribute to the overall net-
work activity. The computational EEG is generated
by summation of the excitatory (EPSP) and the
inhibitory (IPSP) postsynaptic potentials of all exci-
tatory pyramidal cells in layers III and V, across all
columns.% LFPs are calculated by adding the volt-
age of excitatory pyramidal cells in layers IIT and V
in a single column.

2.1.2.  Neuron model

A simple neuron model introduced by Izhikevich®® is
used in this work. It is a two-dimensional system of
nonlinear ordinary equations in the form

{U’ = 0.040% + 50 + 140 — u + I, 0

u = a(bv — u),
with the condition
if v > 30,then v =c,u=u+d, (2)

where v represents the membrane potential of the
neuron and v is a membrane recovery variable (both
are functions of time), a, b, ¢ and d are dimensionless
parameters, and [ is the value of the input to the
neuron. The membrane potential v has an mV scale
and the time ms scale. Depending on the values of
parameters in Egs. (1) and (2) this model mimics the
spike patterns of different types of neurons?? (Fig. 2).

Parameters used for generating the four types of
neurons are shown in Table 1 and are based on pre-
viously published values.®® To achieve heterogeneity
of the neurons’ dynamics some parameters were fixed
and some generated from a uniform distribution on
a given interval. These equations are solved using
Euler method. The stability of the equations and
sensitivity of the parameters have been thoroughly

analyzed.55:66

L

(d)

L

£

850 ms

Fig. 2. Firing patterns of neurons of different type:
(a) RS, (b) FS, (c¢) IB, and (d) LTS. The upper trace
is the membrane potential of a neuron, the bottom trace
is the stimulation.

The drawback of the above model is that it does
not preserve neuronal maximal firing frequencies,
which are especially important when one wants to
account for frequency-dependent plasticity (short-
term dynamics). A spike is generated always when
the condition in (2) is satisfied. In case of a very
powerful input (I in Eq. (1)), a neuron can spike
arbitrarily fast. In our modification, the generation
of action potential is prevented®” if the time from
the previous spike is shorter than that given by the
maximal firing frequency (Table 1).

The value of input (I in Eq. (1)) represents all
summed inputs coming to a neuron at a given time
(I = I(t)), including PSPs or direct stimulation. In
addition, white Gaussian noise is input to all neurons
(independently) for two main reasons. First, to take
into account that each neuron receives more con-
nections than is modeled. Large sum of independent
inputs can be approximated by the Gaussian distri-

68,69 (hy the central limit theorem), so adding

bution
this noise is a way to simulate additional distant con-
nections. Second, in the absence of any stimulus, bio-
logical networks exhibit spontaneous activity, which
does not occur in artificial neural networks without
adding any noise. Note that this is a bio-induced

noise rather than noise resulting from measurement.

2.1.3.  Short-term plasticity and synapses

Research reported in Refs. 70-77 indicates that non-
linear synapses are crucial to model and understand
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the synchronous behavior of the network and various
learning mechanisms. Therefore, the use of short-
term plasticity (STP) is crucial for preserving impor-
tant characteristic of a cortical model. There exist
well-accepted models””"®
(STP), in particular the phenomenological model of
Tsodyks™ and the model of Abbot et al.®? We use
the first of these models because it accounts for dif-
ferent synapse behaviors reported in the literature,

of fast synaptic dynamics

e.g. the short-term dynamics of neocortical synapses
in layer VI.47

Short-time plasticity is an inherent dynamic of
synapses that results in different responses of post-
synaptic neurons for different temporal patterns
of presynaptic spikes. Specifically, the postsynaptic
response can be smaller (depression, e.g. in case of
connections between layer II/III RS neurons®!) or
larger (facilitation, e.g. in case of connections from
RS to LTS neurons in layer IV44) than the previous
one.

The model of Tsodyks et al. consists of four equa-
tions:
o= uzd(t — tpres),

Trec

y = _y + uzd(t — tpres),
TI

) z
= )
TI Trec
’ u
u'=— F+ U1 —u)d(t — tpres)-
Tfac

Here z,y, and z are the fractions of the synaptic
resources in the recovered, active, and inactive states,
respectively, tpres is the time of the presynaptic spike,
77 is the decay constant of the postsynaptic cur-
rent, and Ty represents the recovery from the synap-
tic depression. The variable u is the fraction of the
available resources used by the presynaptic spike. It
increases with each presynaptic spike (this change
is described by constant U) and decays accordingly
t0 Trac-

These equations can be solved using exact inte-
gration technique, since between consecutive presy-
naptic spikes the system can be integrated linearly.””

The synapse behavior, e.g. the rate of facilita-
tion or depression, varies not only with types of
pre- and postsynaptic neurons but also with the
layers where the neurons are located. We collected
data from many published reports and chose the

parameters in the model to reflect the reported
behavior (Table A.1, Appendix A).

When the presynaptic neuron fires, the input to
the postsynaptic neuron, the PSP is calculated as

PSP(t) = wy(t)Crorm (e 71/ ™ — e7t/72), (4)

where w is the weight of the connection, y is the frac-
tion of active resources in the synapses calculated
according to (3), 71 and 72 are decay constants, and
Chorm 18 a normalizing constant. The values of 71, 75
and Chorm are chosen to match the shape of PSP
reported in the literature for a particular connection
(Table A.1, Appendix A).

The fact that various compartments of a neuron
are not modeled is compensated here by the use of
realistic: PSP shapes, timings, STP, and biologically
measured strengths of connections. For example,
the fact that LTS and FS neurons likely terminate
along different parts of the somato-dendritic axis of
pyramidal neurons is reflected in the network by dif-
ferent average amplitudes and half-widths of the gen-
erated IPSPs. In this way, without having a separate
compartment, we are still able to model the differ-
ence in synaptic connectivity to the dendrites versus
somata. Since our goal is to model modification of
structure of the network (malformation) the use of
a simple neuron model is sufficient for the purpose.
Other researchers took the same approach in their

modeling studies.3?32:33

2.2. Btiological methods

Coronal slices through the somatosensory cortex of
normal Sprague Dawley rats (P12-18) were prepared
as previously described.®* Field potential recordings
were made with glass micropipettes (2-8M€Q, 1M
NaCl) placed in superficial layers after online stimu-
lation in deep layers, with a normal aCSF maintained
at 34°C. The normal aCSF contained: (in mM)
126 NaCl, 3 KCl, 2MgCls, 2CaCly, 1.25NaHsPOy,
10 glucose, and 26 NaHCOg3. Field potentials were
amplified 1000x (AxoClamp 2B, Axon Instruments
and FLA-01 amplifier, Cygnus Technologies) and
digitized at 5kHz with a Digidata 1322a (Axon
Instruments) and recorded to hard drive with Clam-
pex software (Axon Instruments). In order to gen-
erate a series of intensity responses, a threshold
level of current was first determined by applying a
0.02 ms square pulse at a current level that produced
a 0.2mV peak negativity. The intensity was then
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doubled four times to result in the following levels:
1X (threshold), 2X, 4X, 8X, and 16X. This series was
then repeated, so that averages of three presentations
could be made for each level. To demonstrate the
loss of focal input as well as several types of epilepti-
form activity, for some experiments, bicuculline was
applied in the slice bathing medium at concentra-
tions of 0.01, 0.05 and 0.1 mM. In other experiments,
the MgCly was omitted from the aCSF in order to
increase activation of NMDA receptors, and induce
epileptiform activity.

3. Results and Discussion

We sought to validate that the designed model
emulates the biology in terms of the following
characteristics: (1) proper laminar flow of activity;
(2) columnar organization with focality of inputs;
(3) LTS neurons function properly in that enhance-
ment of their input produces local 1 Hz oscillations,

(a)

&
1A
] o
s
. i el e d
Y
(b)100 150 200(©)
. time [ms] 0

oA,

—&— stimulated
-&—adjacent

stim. ampl. 25
stim. ampl.3

and reduction of their activity does not induce
epileptiform activity, since they perform a primarily
modulatory function, and also that blockade of their
function does not cause spread of activity to adja-
cent columns, since their output is intracolumnar;
(4) FS neurons function properly in that when they
are blocked within one layer, activity in that layer
spreads to adjacent columns, and when activity
in these neurons is increased, a gamma rhythm is
induced in the network; and finally, (5) that differ-
ent stages of epileptiform activity (interictal-like and
ictal-like) can be observed with either increasing lev-
els of inhibitory blockade, or enhancement of NMDA
receptors.

All simulations were performed on a network con-
sisting of five columns with a time step of 0.1ms,
second column is the stimulated one, and Gaus-
sian noise with zero mean and standard deviation
of eight is added to the network unless indicated
otherwise.

(f)

.' —&— stimulated
\ -8 — adjacent

200 0
time [ms]

Fig. 3.

10

Stimulus intensity level

20 30 0 10 20
Stimulus intensity level

Laminar and columnar flow of activity. (a-b) Spike pattern of activity in an adjacent (a) and the stimulated

(b) columns as a response to stimulus with amplitude 3. (c-d) Computational Local Field Potentials (LFP) in the stimu-
lated (c) and an adjacent (d) column as a response to two different levels of input. (f-g) Biological LFP in the stimulated
column (f) and 0.5 mm away (g) as a response to two stimulus levels. (e-h) Peak negativity of LFP versus intensity of
the stimulus. Computational results (e) were obtained by averaging 10 simulations. Column 2 was stimulated and the

adjacent column is column 3.
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3.1. Laminar- and columnar-selective
flow of activity

In order to determine whether the proper laminar
flow of activity occurs, we examined the timing of
activity in different layers after thalamic input (acti-
vation of the selective thalamic cell, see Figs. 3(a)
and 3(b)). Thalamic input to one column resulted in
activity occurring first within layer IV, followed by
activity in layer II/III, and then in layers V and VI,
similar to what was shown biologically.! The time
delay between stimulation and response was 4.44
(£0.17) ms in layer ITIT and 0.9 (£0.23) ms in layer V
(averaged over five experiments and calculated rela-
tive to response of layer IV); this is consistent with
experimental results.®®

In addition, the excitation occurs most promi-
nently within the stimulated column. Although a
weak excitation passes intracortically to the adja-
cent columns, it is damped by surrounding inhibi-
tion.

The generated LFPs also demonstrate and con-
firm this focal nature of the input. Namely, the
computational LFP matches typical biological LFP
in shape and in the increasing peak negativity
while increasing stimulus intensity (Figs. 3(c)-3(e)
and 3(h)). This is true for the stimulated column and
the adjacent column. The simulations demonstrate
that inhibition and excitation are properly balanced
within- and between-columns.

3.2. LTS neuronal function

Depolarization of LTS neurons with a 1Hz oscilla-
tory input within one column results in synchroniza-
tion of adjacent FS and pyramidal cells (Figs. 4(a)
and 4(b)) that does not spread laterally into the adja-
cent columns. This is typical of what is observed bio-
logically after application of metabotropic glutamate
agonists.86:87

Since LTS neurons provide only modulatory inhi-
bition, selective blockade of these cells would not be
expected to result in a spread of activity within or
between columns. Blockade of a neural cell was mod-
eled by decreasing strengths (amplitudes) of all out-
going connections. When all LTS cells within two
columns were blocked by 50%, as expected, there was
little change in the computational LFP (Figs. 4(c)
and 4(d)). Blockaded by 70% slightly decreased the
latency of the evoked LFP in the blocked column,

0 1000 2000 3000 4000
(b) time [ms]
SRS SR ! :

s .--..iu.l ~ean -.‘
o e ee falen e e

N ERa Ol st ¢ Wit
L} IR ISR R P

0 100 2000 300 4000
(c) time [ms]

control
——50% LTS blockade

E ——70% LTS blockade

Fig. 4. (Color online) LTS neuronal function (a—b)
LTS cells (red) were depolarized with input of 1Hz fre-
quency causing synchronization of RS (green) and FS
(blue) neurons. The depolarizing current of value 5 was
given to column 2 only (black arrows mark stimula-
tion times) (b) and does not cause oscillations in adja-
cent columns (a). (¢c—d) Local Field Potentials (LFP) in
the stimulated column 2 (c) and an adjacent column 3
(d) with different levels of LTS neuron blockade.

and increased the amplitude of a late component of
the computational LFP (Figs. 4(c) and 4(d)). Little
change was observed in the column adjacent to that
stimulated even with 80% blockade of the LTS cells
in both columns.

3.3. FS neuronal function

FS neurons provide inhibition that controls horizon-
tal spread of excitation within the cortex.!™3

Simulation of increased strength of FS neurons
within layer IIT showed that the computational LFP
decreased in duration and amplitude (Fig. 5(g)). In
addition, the response in the column adjacent to that
stimulated was reduced, demonstrating an increased
focality (Figs. 5(g) and 5(h)).

In contrast, when the strength of the FS neu-
rons was selectively reduced, activity spread laterally
within the cortex (Figs. 5(a) and 5(b)). Reduction
or increase of the effectiveness of inhibitory synapses
was achieved by decreasing or increasing weights of
the synapses connecting inhibitory neurons to other
cells.
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Fig. 5. (Color online) FS neuronal function. (a—b)
Result of blockade of FS cells in layer III by 50%: activ-
ity in the stimulated (a) and an adjacent column (b).
The amplitude of stimulus is 8. (e-f) LFP in the case of
blockade (purple) is compared to the control case (black)
both in stimulated (e) and an adjacent (f) column;
(¢c—d) Gamma oscillations: EEG (c¢) and its Fourier trans-
form (d) with a peak at 33 Hz. The depolarizing inputs
were: 2—6 for RS cells, 3 for LTS and IB cells, and 4 for
FS cells. (g-h) Results of strengthening F'S cells to 200%
their amplitude. LFP in the stimulated (g) and adjacent
(h) column. The amplitude of stimulus is 25. Column 2
was stimulated and the adjacent column is column 3.

The cortical and thalamocortical oscillations in
the gamma frequency (30-80Hz) are well studied
and described. They occur, for instance, in pharma-
cologically isolated networks of inhibitory interneu-
rons and it has been shown that the interneu-
rons that drive the gamma oscillations are the FS
cells.33.88

Applying depolarizing currents, that effectively
increase the function of F'S cells, results in persistent
gamma oscillations in the computationally generated
EEG (Figs. 5(c) and 5(d)), which was calculated
as the sum of all excitatory (EPSP) and inhibitory
(IPSP) postsynaptic potentials of all excitatory cells
in layers III and V, across all columns. The values of
the current were: 2mV to RS neurons in layer III and
IV, 3mV to all LTS and IB neurons and RS neurons
in layer V, 6 mV to RS neurons in layer VI, and 4 mV
to all F'S neuron.

3.4. Generation of interictal-like and
ictal-like epileptiform activity

Three sequential effects of decreasing levels of
GABA 4 receptor blockade can be observed by look-
ing at the evoked field potentials. First, the short
latency evoked field increases in duration, reflecting
a greater excitatory postsynaptic response. Second,
longer but variable latency, polyphasic, all-or-none
fields are evoked that are similar to interictal-like
epileptiform activity. Third, repetitive sharp ictal-
like waves are produced both spontaneously and in
response to stimulation.

All three levels could be simulated with increas-
ing reductions in all inhibitory synapses within
the computational network (Figs. 6(b)-6(d)). The
computational LFP generated under these condi-
tions was similar to that produced biologically with
application of the GABA, antagonist, bicuculline
(Figs. 6(k)-6(m)). Under these conditions, a single
stimulation pulse results in increased latency of the
response, propagation across columns, and repeti-
tive spiking. This gradual increase of activity with
increase of inhibitory blockade is not achieved in net-
work with neuron model that was not modified to
adapt for maximal firing frequency (Figs. 6(f)-6(i)).

After 50 uM bicuculline was added to the bathing
medium, stimulation at 8X produced repetitive ictal-
like spiking during all three trials on 6 of 6 slices. Our
computational model performed in a similar man-
ner, producing ictal-like spikes in all 18 experiments
(using different seeds) with a stimulation of 8 mV
with 60% inhibition.

Epileptiform activity can also be induced in cor-
tical slices acutely by activation of NMDA receptors
with application of a bathing medium without the
addition of MgCl,.%3%°° Computationally, enhancing
NMDA receptors was modeled by increasing the late
component of the EPSC (Fig. 6(e)), since NMDA
receptors account for the late part of the EPSP.
Specifically, the value of 71 in Eq. (4) was increased
by a factor of two.

4. Discussion

In this work, we presented a model of neocortex
that allows for selective modulation of the power-
ful inhibition that maintains the boundaries on focal
excitation separately from the form that provides
simultaneous, modulatory inhibition to several layers
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Fig. 6. Different stages of inhibitory blockade (a—e) Computational LFPs in the stimulated column at different conditions:
control (a), increasing level of inhibitory blockade (b—d): 20%, 30%, and 90% respectively, and simulation of enhancement
of NMDA receptors (e). Amplitude of input was 8 mV; (f-i) Computational LFPs for the stimulated columns in the
network without modification of the neuron model with increasing level of inhibitory blockade 0 (control), 20%, 30%,
and 90%, respectively. Amplitude of input was 3mV; (j—n) Biologically measured LFP: control (j), increasing level of

bicuculline (k-m), and enhancement of NMDA receptors (n).

within a column. A unique characteristic of this
model is the multi-column, multi-layer construct.
This allows for a better understanding of the pro-
cesses that propagate across columns, as well as those
that create inter-laminar synchrony. This model
can specifically be used to probe questions about
mechanisms underlying epileptiform activity induced
in a malformed cortex.

When creating a computational model of neocor-
tex, there are a number of questions that should be
asked. First, how much detail is necessary in order
to answer the specific questions proposed. High level
models do not account for shapes of synaptic input,
while more complex or ‘detailed” models use multi-
ple compartments for individual neurons and thus
limit the size of the network that can be modeled
within a reasonable computation time. In this work
we used the best aspects of each model, allowing for
simulation of different EPSC shapes, as necessary
for instance to model NMDA inputs, but still hav-
ing fast computing since neurons have only a single

compartment. Since the main goal here is to under-
stand how alteration of specific interneuron subtypes
affects the development of propagating excitatory
activity, multiple compartments are not necessary.

For example, the fact that LTS and FS neurons
likely terminate along different parts of the somato-
dendritic axis of pyramidal neurons is reflected in the
network by different average amplitudes and half-
widths of the generated IPSPs. In this way, without
having a separate compartment, we are still able to
model the difference in synaptic connectivity to the
dendrites versus somata.

Another critical question is which aspects of
function are necessary to test in order to demon-
strate that the computational model performs close
to the biological network. Clearly the individual
units from which the network is composed must
be tested. We adopted the Izhikevich neuron model
that has been used and tested in many studies to
create neuronal subtypes with specific firing pat-
terns. We have confirmed this unique firing pattern in
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response to depolarization and added a crucial mod-
ification that prevents ‘runaway’ firing.5” Without
this modification, the neurons could fire at higher
frequencies than those occurring biologically. In addi-
tion, in our network, we have confirmed two other
critical aspects: (1) the correct form of STP on the
synaptic inputs that the cell receives; and (2) the cor-
rect amplitude and probability of outputs to specific
cell types, as shown by paired intracellular record-
ings. We have also demonstrated that their synaptic
inputs and outputs produce the biologically demon-
strated result. For LTS neurons, this includes a mod-
ulatory inhibitory output that spans the layers but
remains confined within a column. For FS interneu-
rons, this includes a powerful inhibition that is pri-
marily within a single layer.

The goal of this work was to design a model
that can be used, for instance, to determine con-
nectivity patterns that generate epileptiform activ-
ity. Thus the other aspects of function necessary to
test are those that contribute to patterns of activ-
ity under both conditions of normal network func-
tion and hyperexcitability, or seizure-like, function.
Here we demonstrate that thalamic input produces
the expected laminar and columnar pattern, namely,
layer IV to II/IIT to V and VI, within a single col-
umn, without spread to other columns or activation
of epileptiform activity. We have previously demon-
strated other aspects of laminar and columnar flow
of activity by modeling global and focal lesions,”!
namely, removal of specific layers either across all
layers or within one column only. We have shown
that with increasing inhibitory blockade the activity
propagates across columns in both deep and super-
ficial layers, but the threshold at which the propa-
gation succeeds is lower for deep layers, as occurs in
biological cortex.??

When conditions that produce epileptiform activ-
ity are applied to the model (blockade of inhibitory
receptors, or increased function of NMDA receptors)
the network undergoes the same pattern of changes
that can be observed biologically. For instance, appli-
cation of low levels of bicuculline to the bathing
medium of a cortical slice block GABAA recep-
tors and produce enhancement of the short latency
evoked field potential.?395 This is also observed
in our model with 20% inhibitory blockade. With
increasing levels of bicuculline in the biological
slice, interictal epileptiform activity occurs, the

characteristics of which are a varied but typically
long latency after the stimulus, variable form, and
all-or-none event.?? 9 This means that the ampli-
tude of the interictal event does not vary with
stimulus intensity. In our model, we observe these
same characteristics at 30% inhibitory blockade.
Ultimately, with either strong GABA blockade or
removal of magnesium from the bathing solution,
ictal-like events can be generated in cortical slices.
These events typically have a sharp onset and are
repetitive.®%0 In our model we observe these same
characteristics, at 90% level of inhibitory blockade, or
enhancement of NMDA receptors equivalent to the
removal of magnesium from the slice bath solution.

Computational models have commonly been used
to understand different aspects of epileptiform activ-
ity.31,96-101

which involves modeling larger population of neurons

For instance, the macroscopic approach,

instead of separate cells, provided many valuable
insights, including modeling of EEG and the transi-
tion from interictal to ictal activity.'9%193 However,
when the goal is to model the influence of connectiv-
ity, specific neural subtypes, or synaptic properties
on epileptiform activity, network models are more
appropriate. Although the network approach has
been successfully combined with experimental stud-
ies, 22104 there are several areas that have not been
studied computationally, such as how malformation
of the cortex affects the propagation of epileptiform
activity.

The model described here was designed to
enable simulation of focally malformed cortex under
potentially epileptogenic conditions. We have shown
elsewhere®! that it generates results consistent with
biological findings in conditions of either global or
focal lesions, but cortical malformations involve not
only loss of tissue but also several neuronal and con-
nectional abnormalities in the area surrounding the
malformation. It is currently not known what influ-
ence each of these changes has on the overall network
function and our computational model can be used to
provide valuable insights towards achieving this goal.

5. Conclusion

In the paper we introduced a multi-layer, multi-
column cortex model, a network of spiking neu-
rons,'% that used four different neuron types with
known firing patterns. Importantly, the model also
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incorporated a short-term synaptic plasticity model
to modify the synaptic strengths. The network was
designed using all published (as of this writing)
details of neuronal connectivity within and between
the layers and columns. We have shown that the
model mimicked biology in terms of: biologically
accurate laminar and columnar flows of activity, nor-
mal function of LTS and FS neurons, and ability
to generate different stages of epileptiform activity.
Incorporation of these unique characteristics allowed
for examining properties of cortex that were not pre-
viously modeled computationally. In particular, it
was shown to be well suited for modeling propagation
of activity in lesioned cortex.?!

Appendix A

All used connection parameters in the network are
shown in Table A.1. ‘D’ indicates depressing while
‘F” indicates a facilitating synapse. T1, Trec, Tfac,
and U are parameters of the STP model (see Eq. (3)
in Sec. 2.1.3), T1 and T2 are parameters of PSP (see
Eq. (4) in Sec. 2.1.3). The neuron type and location
are coded as Ax, where A is the first letter of the neu-
ron type, and x is the number representing a layer,
e.g. R6 means RS neuron in layer VI.

Some information is available in the literature
about cell types that project horizontally across the
columns.9%:106:107 The actual values for probability
and strength across the columns were based on a

Table A.1. Parameters of connections.
Presynaptic Possynaptic Columns Connections STP PSP
neuron neuron away  Probability Strength Type T1 Trec TF U T1 T2 References
R3 R3 0 0.16 0.49 D 3 100 10-6 0.30 0.5 20 55, 108-110
F3 0 0.36 0.56 D 3 110 10-6 0.20 0.5 5 55,109, 111
L3 0 0.07 0.37 F 3 150 200 0.02 0.1 5 108, 109, 112-114
R4 0 0.02 0.36 1 12
F4 0 0.01 0.05 0.1 5
L4 0 0.01 0.05 01 5
R5 0 0.3 1.13 D 3 100 10-6 040 1 18 115-118
15 0 0.3 1.13 1 18
F5 0 0.15 0.5 01 5
R3 1 0.08 0.343 D 3 100 10-6 0.30 0.5 20
F3 1 0.29 0.45 D 3 110 10-6 0.20 0.5 5
R3 2 0.04 0.24 D 3 100 10-6 0.30 0.5 20
F3 2 0.23 0.29 D 3 110 10-6 0.20 0.5 5
F3 R3 0 0.37 —0.83 D 3 100 10-6 0.50 0.3 24 108-111
F3 0 0.62 —1.5 D 3 100 10-6 0.50 1 10 119
L3 0 0.34 —-1.5 D 3 100 10-6 042 1 10 119
R3 1 0.3 —-0.7 D 3 100 10-6 0.50 0.3 24
R3 2 0.24 —0.6 D 3 100 10-6 0.50 0.3 24
L3 R3 0 0.54 —0.23 D 3 250 10-6 0.32 0.5 24 108, 113, 114, 120-122
F3 0 0.53 —0.8 D 3 100 10-6 0.53 1 10 109
L3 0 0.09 —-1.5 F 3 600 1000 0.09 1 10 109
R5 0 0.35 —-0.2 1 20
F5 0 0.53 —0.83 1 10
15 0 0.04 —0.08 1 20
R6 0 0.25 —0.2 1 20
F6 0 0.53 —0.5 1 10
R4 R3 0 0.16 1.25 0.5 15 55,82, 114, 123
F3 0 0.23 1 01 5
L3 0 0.02 0.3 0.1 5
R4 0 0.1 1.09 0.8 18 44, 55, 123-127
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Table A.1. (Continued)
Presynaptic Possynaptic Columns Connections STP PSP
neuron neuron away  Probability Strength Type T1 Trec TF U T1 T2 References

F4 0 0.55 1.73 D 250 10-6 0.26 0.1 7 44,55, 114, 126
L4 0 0.26 0.577%5 F 20 300 0.01 0.5 15 3,44, 114,120
R5 0 0.08 0.53 1 12 44,128
F5 0 0.1 0.45 0.1 5
15 0 0.08 0.53 1 12
R6 0 0.03 0.25 1 12
F6 0 0.01 0.1 0.1 5
R4 1 0.08 0.872 0.8 18
F4 1 0.44 1.038 D 250 10-6 0.26 0.1 7
F4 2 0.22 0.623 D 250 10-6 0.26 0.1 7

F4 R4 0 0.35 —1.025 D 250 10-6 0.26 0.08 20 44, 114, 126, 129
F4 0 0.74 —1.5 1 10
L4 0 0.36 -1 1 10
R4 1 0.28 —0.82 D 250 10-6 0.26 0.08 20
R4 2 0.22 —0.61 D 250 10-6 0.26 0.08 20

L4 R3 0 0.1 —0.4 1 20
F3 0 0.3 —0.4 1 10
R4 0 0.39 —0.839 F 70 60 0.09 0.3 25 44,114, 120
F4 0 0.62 —0.8 1 10
L4 0 0.08 —0.8 1 10
R5 0 0.1 —-04 1 20
F5 0 0.3 —0.4 1 10
R6 0 0.05 —0.2 1 20
F6 0 0.15 —0.2 1 10

R5 R3 0 0.08 0.9 D 100 10-6 0.40 1 12 14
F3 0 0.43 0.86 0.1 5
L3 0 0.52 0.5 0.1 5
R4 0 0.01 0.48 1 12
F4 0 0.43 0.5 0.1 5
L4 0 0.51 0.3 0.1 5
R5 0 0.087 0.588 D 350 10-6 0.50 0.8 15 56, 116, 118, 130-138
F5 0 0.6 0.585 0.1 12 56, 114, 139
L5 0 0.08 0.4039 0.1 7 56,135,140
15 0 0.087 0.588 D 350 10-6 0.50 1 12
R6 0 0.03 0.5 1 12
F6 0 0.1 0.05 0.1 5
L6 0 0.19 0.02 0.1 5
R5 1 0.066 0.47 D 350 10-6 0.50 0.8 15
F5 1 0.275 0.4 0.1 12
15 1 0.07 0.47 D 350 10-6 0.50 1 12
R5 2 0.049 0.376 D 350 10-6 0.50 0.8 15
F5 2 0.2 0.17 0.1 12
15 2 0.056 0.376 D 350 10-6 0.50 1 12

F5 R5 0 0.33 —0.8 D 60 10-6 0.60 1 15 14, 55, 114, 141
Fb5 0 0.62 —-1.5 D 80 10-6 0.50 1 10 142
L5 0 0.34 -1 1 10
15 0 0.1 —0.8 D 60 10-6 0.60 1 15
R5 1 0.26 —0.64 D 60 10-6 0.60 1 15
15 1 0.06 —-0.4 D 60 10-6 0.60 1 15
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Table A.1. (Continued)

. . Connections STP PSP
Presynaptic Possynaptic Columns
neuron neuron away Probability =~ Strength Type T1 Trec TF U T1 T2 References
R5 2 0.21 —0.51 D 3 60 10-6 0.60 1 15
15 2 0.03 —0.2 D 3 60 10-6 0.60 1 15
L5 R3 0 0.35 —0.83 1 20
F3 0 0.53 —0.83 1 10
R5 0 0.35 —0.83 1 20 14
F5 0 0.53 -1 1 10
L5 0 0.09 -1 1 10
15 0 0.03 —0.08 1 20
R6 0 0.25 —0.83 1 20
F6 0 0.53 —0.83 1 10
15 R3 0 0.08 0.9 D 3 100 106 04 1 12
F3 0 0.43 0.5 0.1 5
L3 0 0.52 0.3 0.1 5
R4 0 0.01 0.48 1 12
F4 0 0.43 0.5 0.1 5
L4 0 0.51 0.3 0.1 5
R5 0 0.176 0.7 D 3 350 106 05 1 12
F5 0 0.25 0.56 0.1 5
L5 0 0.08 0.62 0.1 5
15 0 0.16 1.06 1 12
R6 0 0.03 0.6 1 12
F6 0 0.1 0.05 0.1 5
L6 0 0.19 0.02 0.1 5
R3 1 0.04 0.45 D 3 100 10-6 040 1 12
F3 1 0.21 0.43 0.1 5
L3 1 0.25 0.25 0.1 5
R5 1 0.15 0.8 D 3 30 106 05 1 12
F5 1 0.15 0.4 0.1 5
L5 1 0.06 0.5 0.1 5
15 1 0.112 0.8 D 3 30 106 05 1 12
R3 2 0.02 0.23 D 3 100 106 04 1 12
F3 2 0.09 0.22 0.1 5
L3 2 0.13 0.13 0.1 5
R5 2 0.06 0.5 D 3 350 106 05 1 12
F5 2 0.032 0.3 0.1 5
L5 2 0.05 0.4 0.1 5
15 2 0.078 0.2 D 3 350 106 05 1 12
R6 R4 0 0.002 0.23 0.1 15 126
F4 0 0.05 0.34 0.01 3
R5 0 0.018 1.39 0.8 20 143
F5 0 0.15 0.51 0.1 5
15 0 0.018 1.39 1 12
R6 0 0.036 0.5 D 3 150 106 0.2 0.8 10 47,143
F6 0 0.225 0.69 F 2 70 100 0.1 0.1 7 47,143
L6 0 0.21 0.16 1 7 143
F6 1 0.18 0.28 F 2 70 100 0.1 0.1 7
F6 2 0.14 0.11 F 2 70 100 0.1 0.1 7
F6 R6 0 0.44 -0.9 1 15
F6 0 0.62 —-1.5 1 10
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Table A.1. (Continued)
Presynaptic Possynaptic Columns Connections STP PSP
neuron neuron away Probability  Strength Type T1 Trec TF U T1 T2 References

L6 0 0.34 -1 1 10
R6 1 0.35 —0.72 1 15
L6 2 0.28 —0.57 1 10

L6 R3 0 0.35 —0.83 1 20
F3 0 0.53 —0.83 1 10
R5 0 0.25 —0.83 1 20
F5 0 0.53 —0.83 1 10
15 0 0.25 —0.83 1 20
R6 0 0.35 —0.63 1 20
F6 0 0.53 —0.83 1 10
L6 0 0.09 —0.63 1 10

percentage of the values obtained for the same con-
nection within a column. The percentage is cell-type
specific and is based on the references cited for con-
nections within a column.
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