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#### Abstract

Mathematical models of biological systems often have components that vary on different timescales. This multi-timescale character can lead to problems when doing computer simulations, which can require a great deal of computer time so that the components that change on the fastest time scale can be resolved. Mathematical analysis of these multi-timescale systems can be greatly simplified by partitioning them into subsystems that evolve on different time scales. The subsystems are then analyzed semi-independently, using a technique called fast-slow analysis. In this review we describe the fast-slow analysis technique and apply it to relaxation oscillations, neuronal bursting oscillations, canard oscillations, and mixed-mode oscillations. Although these examples all involve neural systems, the technique can and has been applied to other biological, chemical, and physical systems. It is a powerful analysis method that will become even more useful in the future as new experimental techniques push forward the complexity of biological models.
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## 1. Introduction

Biological systems often feature interacting components that vary on disparate timescales. For example, changes in a cell's environment trigger variations in protein levels through a sequence of protein-protein interactions, leading to changes in gene transcription, followed by translation and often post-translational modification. This process may be followed by translocation of proteins, such as ion channels or hormone receptors, into the cell's plasma membrane, which allows the cell to respond appropriately to its environment. This whole process can take hours, even though the fastest components (such as protein-protein interactions) occur on the timescale of seconds. An even wider gap exists between rapid cellular events such as neuronal electrical activity and much slower circadian rhythms coordinated through the suprachiasmatic nucleus of the hypothalamus and involving rhythms in gene expression.

Such examples are problematic for computer simulations of mathematical models, which are computationally expensive if changes at the fastest timescale are resolved. Fortunately, there are specialized mathematical techniques that can be applied to analyze the behavior of systems in which the separation of timescales is sufficiently large. There is a substantial literature on multiple-

[^0]scale asymptotic analysis of systems with timescale separation (e.g., [48]). Alternatively, one can employ geometric methods often denoted as fast-slow analysis to simplify the investigation of the system by breaking it into two or more reduced subsystems that are more tractable than the full model. There are two primary goals of this article. The first is to provide an overview of some fast-slow analysis techniques. The second is to illustrate some behaviors that come about in multi-timescale systems and that are best understood from the viewpoint of fast-slow analysis. We use examples that involve the dynamics of electrically excitable cells, but other studies of multiscale dynamics and their analysis focus on chemically reacting systems, intracellular calcium dynamics, ecology, climate dynamics, and other application areas (e.g., [45,55,67,74,75,77]).

A system of ordinary differential equations that evolves on two timescales can be formally written as
$\frac{d \vec{x}}{d t}=F(\vec{x}, \vec{y})$
$\frac{d \vec{y}}{d t}=\epsilon G(\vec{x}, \vec{y})$
where $\epsilon>0$ is small. The fast variables $\vec{x}$ evolve on a faster timescale than the slow variables $\vec{y}$, and we can define a corresponding fast subsystem $d \vec{x} / d t=F(\vec{x}, \vec{y})$, with $\vec{y}$ as parameters, and slow subsystem $d \vec{y} / d \tau=G\left(\vec{x}_{F}(\vec{y}), \vec{y}\right)$, where $\vec{x}_{F}$ is defined from $F(\vec{x}, \vec{y})=0$ and $\tau=\epsilon t$ corresponds to a slow timescale. The dimensionality of the two subsystems differs among applications,
but the general approach of fast-slow analysis is to treat the subsystems separately. The idea underlying this splitting into subsystems is that from a general initial condition, the system will be governed by the fast subsystem and will settle to the neighborhood of a fast subsystem attractor, where $F=0$, that is parameterized by $\vec{y}$. Within this neighborhood, the system will evolve slowly, governed by the slow subsystem, unless a boundary of the attractor is reached and the fast subsystem takes over again. Fast-slow analysis is often employed to study relaxation oscillations, such as those that occur in the van der Pol oscillator with strong damping $[96,102]$. Here, the original second-order nonlinear differential equation can be converted into two first-order differential equations, yielding a single fast variable and a single slow variable. This system has been used to describe a heartbeat [103], and similar planar systems have been used to describe electrical impulses in neurons [40,41,68], intracellular calcium dynamics in a neuron [34], and hourly hormone pulses [105].

More than twenty years after Richard FitzHugh used fast-slow analysis to analyze what is now called the FitzHugh-Nagumo model, John Rinzel adapted the fast-slow analysis technique to understand the dynamics underlying bursting in neurons and pancreatic $\beta$-cells $[4,78,79,82,83]$. Bursting is characterized by active episodes of rapid electrical oscillations (also called impulses, spikes, or action potentials) separated by quiescent or silent phases, repeated periodically. It is ubiquitous in neurons and endocrine cells $[24,95]$ and has been shown to be more effective at evoking neurotransmitter and hormone secretion than continuous trains of action potentials [61,104]. The technique developed by Rinzel explains such things as the existence of the bursting oscillation, patterns in interspike interval duration, the duty cycle (the fraction of the period during which the system is spiking), transitions between bursting and continuous spiking, and the roles that various ionic currents play in the bursting pattern. In addition, the bifurcations of the fast subsystem are useful for categorizing bursts; the bifurcation responsible for the transition from silent to active phase and that associated with the transition from active to silent phase determine the type of bursting oscillation [7,51,80]. Fast-slow analysis is now regularly used in the analysis of bursting oscillations, and in the first portion of this article we describe the method and give some applications.

In addition to relaxation and bursting oscillations, one other class of oscillations that comes up in fast-slow systems is called mixed-mode oscillations (MMOs). These consist of small-amplitude oscillations mixed with large-amplitude oscillations, often repeated periodically. MMOs have been identified and analyzed using mathematical models in chemically reacting systems [55,75], voltage dynamics of neurons [ $10,30,33,44,50,62,65,85-87]$ and electrically excitable pituitary cells [107,108], intracellular calcium dynamics [45], and elsewhere [67]. The small-amplitude oscillations are often due to canards, which are orbits that follow a curve or sheet of attracting equilibria as well as a portion of a repelling curve/sheet of equilibria of the fast subsystem. Though originally studied in a system with one fast and one slow variable [31,37], canards can be generic in systems with two or more slow variables, so they occur over much larger regions of parameter space in the latter case (see [29] for an excellent review of canards and MMOs). In the context of neurons, the small oscillations are subthreshold voltage oscillations, while the large oscillations are action potentials. Thus, the canard orbits have the effect of increasing the time between spikes, and thereby reducing the spike frequency [87]. In electrically excitable pituitary cells the canard orbits themselves are the "spikes", which are typically quite small, and the large oscillations are repolarizations that occur between bursts [106]. In the second portion of this article we illustrate how canard orbits come about in the context of MMOs and discuss some applications of MMOs in electrically excitable neurons and pituitary cells.

We note that when the first issue of Mathematical Biosciences was published in 1967, little of what we discuss in this article had been discovered. Relaxation oscillations had been around for half a century, but bursting oscillations, canards, and mixed-mode oscillations were all in the future. The future is now!

## 2. Relaxation oscillations and canards in a planar fast-slow system

Planar systems allow us to illustrate how the basic interplay between fast and slow variables can give rise to a characteristic form of oscillations. Furthermore, they provide a clear view of transitional phenomena that arise as a parameter is varied such that a bifurcation from steady state to oscillatory behavior occurs. We will illustrate these points with a single model system, noting that qualitatively similar phenomena occur in other systems with similar mathematical structure.

As mentioned above, the van der Pol oscillator with strong damping is the canonical fast-slow system with a single fast and a single slow variable. For purposes of continuity with later sections, we begin with a fast-slow system that describes membrane potential oscillations in an electrically active cell and that captures the dynamic features of the van der Pol oscillator. This is based on the "s-model" for pancreatic $\beta$ cells [91]. This model has a variable for the membrane potential or voltage $(V)$, an activation variable for the fraction of activated delayed rectifier $\mathrm{K}^{+}$channels ( $n$ ), and an activation variable for the fraction of activated $\mathrm{K}^{+}$channels of another type ( $s$ ). These latter $\mathrm{K}^{+}$channels could be $\mathrm{Ca}^{2+}$-activated $\mathrm{K}^{+}$ channels, for example. The dynamics of the variables are described by the following differential equations:
$\frac{d V}{d t}=-\left(I_{C a}+I_{K d r}+I_{K A T P}+I_{K s}+I_{L}\right) / C_{m}$
$\frac{d s}{d t}=\frac{s_{\infty}(V)-s}{\tau_{s}}$.
The change of voltage depends on several ionic currents reflecting ion flux through different ion channels. The $V$-dependent $\mathrm{Ca}^{2+}$ current, $I_{C a}$, is an inward current that is responsible for the upstroke of a spike. It is similar to the $\mathrm{Na}^{+}$current in neurons, although its inactivation is much slower and is not included in the s-model. (A Na ${ }^{+}$current is also not included, since $\mathrm{Na}^{+}$channels are inactivated in mouse $\beta$ cells.) Like the $\mathrm{Na}^{+}$current, the $\mathrm{Ca}^{2+}$ current activates very rapidly, and in the s-model it is assumed to adjust instantaneously to changes in $V$. This is called a quasi-equilibrium or quasi-steady-state approximation and is often used in multi-timescale models [42]. Using this assumption, the $\mathrm{Ca}^{2+}$ current is $I_{C a}=g_{C a} m_{\infty}(V)\left(V-V_{C a}\right)$, where $g_{C a}$ is the maximum conductance (the conductance when all channels are activated), $V-V_{C a}$ is the driving force that powers ion flux through open channels, and $m_{\infty}(V)$ is the equilibrium activation function, given by the increasing sigmoid function
$m_{\infty}(V)=\frac{1}{1+\mathrm{e}^{\frac{v_{m}-V}{s_{m}}}}$
This function, which ranges from 0 to 1 , is half-maximal at $V=v_{m}$ and the steepness of the curve is determined by $s_{m}$ (the curve is steeper when $s_{m}$ is small). The other inward or depolarizing current is $I_{L}$, which is a constant-conductance leakage current that groups together the effects of various ion-specific flows and takes the form $I_{L}=g_{L}\left(V-V_{L}\right)$.

Model (3) and (4) includes three outward or hyperpolarizing currents, all carried by $\mathrm{K}^{+}$. The first, $I_{\text {Kdr }}$, is the standard delayed rectifier that is responsible for the downstroke of an action potential. Activation of this current is considerably slower than that of the $\mathrm{Ca}^{2+}$ current (otherwise there would be no spike), so the

Table 1

| Parameters for the planar fast-slow system, based on [91]. |  |  |
| :--- | :--- | :--- |
| $g_{C a}=280 \mathrm{pS}$ | $g_{L}=25 \mathrm{pS}$ | $g_{\text {Kdr }}=1300 \mathrm{pS}$ |
| $g_{s}=35 \mathrm{pS}$ | $g_{\text {KATP }}=13 \mathrm{pS}$ | $C_{m}=4524 \mathrm{fF}$ |
| $V_{K}=-80 \mathrm{mV}$ | $V_{C a}=100 \mathrm{mV}$ | $V_{L}=-40 \mathrm{mV}$ |
| $v_{m}=-22 \mathrm{mV}$ | $v_{n}=-9 \mathrm{mV}$ | $v_{s}$ varies |
| $s_{m}=7.5 \mathrm{mV}$ | $s_{n}=10 \mathrm{mV}$ | $s_{s}=0.5 \mathrm{mV}$ |



Fig. 1. Relaxation oscillations produced by a planar fast-slow system. (A) The fast variable $V$ has a square wave time course. (B) The slow variable $s$ has a sawtooth time course. Here, $v_{s}=-40 \mathrm{mV}$.
quasi-equilibrium approximation is not typically used in the smodel. However, we apply the approximation here so as to maintain a planar system. This has the effect of eliminating the spikes, but as we shall see it still allows for relaxation oscillations. With the quasi-equilibrium approximation, the delayed rectifier current is $I_{K d r}=g_{K d r} n_{\infty}(V)\left(V-V_{K}\right)$. The $n$ equilibrium function is given by
$n_{\infty}(V)=\frac{1}{1+\mathrm{e}^{\frac{v_{n}-V}{s_{n}}}}$
The second $\mathrm{K}^{+}$current, $I_{K s}$, reflects $\mathrm{K}^{+}$flux through a separate set of ion channels that activate on a slow timescale. This timescale is set by the parameter $\tau_{s}$, which we choose so that $s$ changes much more slowly than $V$. The current is given by $I_{s}=g_{s} s\left(V-V_{K}\right)$ and the $s$ dynamics are described by Eq. (4), where the $s_{\infty}$ function is
$s_{\infty}(V)=\frac{1}{1+\mathrm{e}^{\frac{v_{s}-V}{s_{s}}}}$.
The third hyperpolarizing current, $I_{\text {KATP }}$, reflects $\mathrm{K}^{+}$flux through ATP-sensitive $\mathrm{K}^{+}$channels. These channels respond to the adenosine triphosphate (ATP) that is produced through glucose metabolism, and the expression of the channels in $\beta$ cells allows them to respond to the blood glucose level [1,23]. For simplicity it is assumed in the s-model that ATP, and thus the K(ATP) conductance, is constant, although it is now clear that ATP oscillations occur in $\beta$ cells [64,66]. The $\mathrm{K}(\mathrm{ATP})$ current is $I_{K A T P}=g_{\text {KATP }}\left(V-V_{K}\right)$. All parameter values for the s-model are given in Table 1.

### 2.1. Relaxation oscillations

The separation in timescales between the fast variable $V$ and the slow variable $s$ in the s-model gives rise to relaxation oscillations (e.g., $[96,101]$ ). Fig. 1A shows the time course of the fast variable, which has the shape of a square wave. The voltage rises slowly during the nadir of the oscillations, which we call the "down phase", and declines slowly during the peak, which we call the "up phase". The transitions between these phases are very rapid. In contrast, the $s$ variable slowly rises during the up phase and slowly declines during the down phase, yielding a sawtooth pattern (Fig. 1B).

The dynamics of relaxation oscillations are best understood in the phase plane (Fig. 2). Here we plot the nullclines, which are


Fig. 2. The trajectory of a relaxation oscillation (red) in the phase plane. Also shown are the $V$-nullcline (black) and the $s$-nullcline (green). Here, $v_{s}=-40 \mathrm{mV}$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
the curves where $d V / d t=0$ and $d s / d t=0$, respectively, with the trajectory of the relaxation oscillation superimposed. From (3), we see that the voltage nullcline is the curve in which the ionic currents sum to zero. Since this is nonlinear in $V$, but linear in $s$, we can specify the $V$-nullcline by solving for $s$ in terms of $V$ :
$s=\frac{-\left(I_{C a}+I_{K d r}+I_{L}+I_{K A T P}\right)}{g_{s}\left(V-V_{K}\right)}$.
The equation for the $s$-nullcline is just
$s=s_{\infty}(V)=\frac{1}{1+\mathrm{e}^{\frac{v_{s}-V}{s_{s}}}}$.
The nullclines partition the $(s, V)$-plane into regions of uniform flow direction; the direction of flow switches between left and right when the $s$-nullcline is crossed and between up and down when the $V$-nullcline is crossed.

Note that the $V$-nullcline corresponds to the surface $\{F(\vec{x}, \vec{y})=$ $0\}$ in the notation of the general fast subsystem given by Eq. (1). This surface is also known as the critical manifold, since it is the surface of critical points of the fast subsystem and has manifold structure; this terminology will be useful later. The critical manifold is Z-shaped, consisting of three branches, pairs of which meet at folds or "knees", which are saddle-node bifurcations of the fast subsystem Eq. (3) for the s-model. The $s$-nullcline is a sharp sigmoid curve. These cross on the middle branch of the $V$-nullcline, resulting in an equilibrium point of the full system at which the derivatives of both variables are 0 . However, this is an unstable equilibrium, and it is surrounded by a stable limit cycle that is the relaxation oscillation.

Because of the separation of timescales, a typical phase point moves quickly in the $V$ direction to the $V$-nullcline, governed by the fast subsystem. It then moves slowly along this nullcline as $s$ slowly changes, governed by the slow subsystem. During the down phase of the relaxation oscillation the phase point moves leftward along the bottom branch of the $V$-nullcline until the branch turns around at the left knee. It then moves rapidly upward to the top branch, again reflecting the fast subsystem dynamics. Now in the up phase, the phase point moves slowly rightward along the top branch of the $V$-nullcline, driven by the slow subsystem, until the nullcline turns at the right knee. From here the phase point moves rapidly down to the bottom branch of the $V$-nullcline, and the cycle is restarted.

### 2.2. Canards

Canards, named in part after the French word for ducks, were first discovered and studied in planar systems yielding relaxation oscillations $[6,35,58]$, mostly the van der Pol oscillator. Canard oscillations occur in a small range of parameter values near an (Andronov)-Hopf bifurcation induced by variation of a single parameter in a fast-slow system. In the case of a planar fast-slow system, they are transitional phenomena that appear at the interface between a stable stationary state and large-amplitude relaxation oscillations. Because the transition from stationarity or smallamplitude oscillations to large-amplitude oscillations corresponds


Fig. 3. Time courses of several canards during a canard explosion. (A) $v_{s}=$ -47.2 mV . (B) $v_{s}=-46.8604 \mathrm{mV}$. (C) $v_{s}=-46.86031215575 \mathrm{mV}$. (D) $v_{s}=$ -46.86031215573 mV .


Fig. 4. Trajectories of the four canards from Fig. 3, with the same color correspondence. The $s$-nullcline shown is for $v_{s}=-47.2 \mathrm{mV}$.
to an exponentially small interval of parameter values, the phenomenon is known as a canard explosion [13,58].

Fig. 3 shows several examples of canards in the transition from a stable hyperpolarized equilibrium to a full-blown relaxation oscillation for the s-model. These all occur in the parameter range from $v_{s}=-47.2$ to -46.86031215573 mV . The first oscillations, shown in panel A, occur very close to a supercritical Hopf bifurcation and have small amplitude with sawtooth shape. As $v_{s}$ is increased, moving further past the Hopf bifurcation, the oscillations grow and become slower. Panel D shows an example in which the canard oscillation has transitioned into a large-amplitude relaxation oscillation, but with a noticeable shoulder. The changes in shape of the oscillation that occur in the figure are generic in the vicinity of a singular Hopf bifurcation that gives rise to relaxation oscillations [2,3].

An explanation for this canard explosion is again based on a phase plane analysis (Fig. 4). Here, the $V$ and $s$-nullclines are again shown, but now $v_{s}$ has been adjusted so that the intersection occurs very close to the left knee, just above the $v_{s}$ value at which the Hopf bifurcation occurs. Superimposed are the four canard trajectories from Fig. 3. In each case, the trajectory moves along the bottom branch of the $V$-nullcline, and then it moves some distance up the middle branch before either jumping back to the lower branch (the three smaller orbits) or jumping away to the upper branch (magenta orbit). Indeed, the motion along the middle branch is a hallmark of a canard orbit. The different canards shown here were obtained using different values of the parameter $v_{s}$; the canard amplitude increased when $v_{s}$ was made slightly larger, which translates the $s$-nullcline upward (the four different $s$-nullclines are almost indistinguishable, and we show only one of them). The two canards in Fig. 3C and D were obtained with $v_{s}$ values that differ only at the eleventh decimal place, and between these additional canards exist. Indeed, the "maximal canard", which occurs at $v_{s}$ values between these two, travels all the way up the middle branch of the $V$-nullcline before jumping back to the bottom branch. It is possible that the name "canard" also was chosen to label these oscillations because of the word's connotation as French slang for hoax, corresponding to the superficially unbelievable observation that such small parameter changes could yield such significantly different orbits.

Table 2
Parameters for the 3-dimensional s-model (3), (4), (10), based on [91].

| $g_{C a}=280 \mathrm{pS}$ | $g_{L}=25 \mathrm{pS}$ | $g_{\text {Kdr }}=1300 \mathrm{pS}$ |
| :--- | :--- | :--- |
| $g_{s}=20 \mathrm{pS}$ | $g_{\text {KATP }}=13 \mathrm{pS}$ | $C_{m}=4524 \mathrm{fF}$ |
| $V_{K}=-80 \mathrm{mV}$ | $V_{C a}=100 \mathrm{mV}$ | $V_{L}=-40 \mathrm{mV}$ |
| $v_{m}=-22 \mathrm{mV}$ | $v_{n}=-9 \mathrm{mV}$ | $v_{s}=-40 \mathrm{mV}$ |
| $s_{m}=7.5 \mathrm{mV}$ | $s_{n}=10 \mathrm{mV}$ | $s_{s}=0.5 \mathrm{mV}$ |
| $\bar{\tau}_{n}=8 \mathrm{msec}$ |  |  |

Although canards were first discovered and analyzed in planar fast-slow systems, they are rarely seen in that setting because of the small region of parameter space in which they exist. While interesting and important mathematically, they are of little importance in biological or chemical systems. However, in systems with two or more slow variables, the behavior can be generic, and therefore the importance of canards in such systems is greater. We discuss these later, but first we consider another type of behavior that can be produced in systems with a single slow variable, as long as there are at least three variables in the model in total.

## 3. Bursting oscillations in systems of dimension $\geq 3$

For fast-slow models of 3 or more dimensions, relaxation oscillations can occur that are similar to those in the planar case. In this case, however, the possibility of richer fast and slow subsystem dynamics arises as well. The extensions of the ideas explaining relaxation oscillations in planar fast-slow systems can be used to understand a wide range of bursting dynamics. One complication in bursting is that with fast variables $\vec{x} \in \mathbb{R}^{m}$ for $m \geq 2$, a fast subsystem attractor may not be a set where $F(\vec{x}, \vec{y})=0$. This issue is critical for many forms of bursting activity, but it necessitates the use of some additional mathematical tools in fast-slow analysis.

### 3.1. Bursting with the s-model

Bursting consists of episodes of fast oscillations, often called spikes, separated by epochs of quiescence. The spiking phase is called the active phase and the quiescent phase is called the silent phase. To illustrate bursting, we modify the s-model used in the last section by removing the quasi-equilibrium approximation for the delayed rectifier activation variable $n$. Then, the delayed rectifier $\mathrm{K}^{+}$current becomes $I_{K d r}=g_{K d r} n\left(V-V_{K}\right)$, where the $n$ dynamics are described by
$\frac{d n}{d t}=\frac{n_{\infty}(V)-n}{\tau_{n}(V)}$.
The time constant function for $n$ is given by
$\tau_{n}(V)=\frac{\bar{\tau}_{n}}{1+\mathrm{e}^{\frac{V-v_{n}}{s_{n}}}}$.
The s-model then consists of the three differential Eqs. (3), (4), (10), and since $n$ is no longer at quasi-equilibrium, the system produces spikes, due to the fast (instantaneous) activation of the $\mathrm{Ca}^{2+}$ current and the slower activation of the delayed rectifying current. Parameter values are given in Table 2.

Fig. 5 illustrates an example of bursting produced by this smodel. During part of each cycle, the $V$ and $n$ variables change on a timescale that is much faster than the timescale for $s$. Indeed, $s$ slowly rises during a burst active phase in response to the voltage spikes (during which the mean voltage is elevated) and slowly declines during a silent phase when the voltage is low. The obvious separation of timescales allows us to bypass a formal dimensional analysis that is helpful in some other systems. In this case, it is clear that $V$ and $n$ can be categorized as fast variables and $s$ as a slow variable.


Fig. 5. (A) Bursting oscillations consist of periodic cycles of active and silent phases. An active phase, such as the one shown here, consists of a succession of rapid impulses or spikes; here these are difficult to discern until the end of the active phase because they occur so quickly. (B) The activation variable for the delayed rectifier $\mathrm{K}^{+}$current responds rapidly to changes in $V$. (C) The activation variable for a second, slowly-activating $\mathrm{K}^{+}$current responds slowly to changes in $V$. For the same value of $s$ (e.g., $s=0.5$, dashed line), the system can be in either the active "a" or the silent " s " phase.


Fig. 6. The nullclines of the fast subsystem, for values of $s$ at the peak and nadir of the $s$ oscillation during bursting. Fast-subsystem equilibria, located at the intersections of the nullclines, are indicated with colored circles.

### 3.2. Analysis of the fast subsystem

Although it involves only a single timescale, the dynamics of the planar fast subsystem (3) and (10) can best be understood using phase plane analysis, just as with the analysis of the relaxation oscillator. The voltage nullcline is nonlinear in $V$, but linear in $n$, so we solve for $n$ in terms of $V$ :
$n=\frac{-\left(I_{C a}+I_{s}+I_{L}+I_{K A T P}\right)}{g_{K}\left(V-V_{K}\right)}$.
The equation for the $n$-nullcline is also linear in $n$ and nonlinear in $V$ and is given by:
$n=n_{\infty}(V)$.
Example nullclines are plotted in Fig. 6. Importantly, from Eq. (12), it follows that the $V$-nullcline depends on the slow variable $s$, which is treated as a parameter of the fast subsystem. During bursting, $s$ ranges from 0.25 to 0.82 (Fig. 5C), so we plot the $V$-nullcline at these two extreme values of $s$. It is evident that the nullcline moves leftward when $s$ is increased. Although the change in the nullcline does not seem very great, it results in a change in the equilibrium structure of the system. With $s=0.25$, the nadir of the $s$ oscillation in Fig. 5, there is a single intersection of the nullclines, and thus a single fast-subsystem equilibrium. With $s=0.82$, the peak of the $s$ oscillation during bursting, there are three intersections and thus three fast-subsystem equilibria. The two additional equilibria come about via a saddle-node bifurcation of the fast subsystem at a point of tangency of the $V$ - and $n$-nullclines at


Fig. 7. Phase portraits of the fast subsystem showing equilibria (filled $=$ stable, triangle $=$ saddle point), limit cycles (closed trajectories), some trajectories, and a separatrix (cyan curve connecting to the saddle point). (A) $s=0.25$, (B) $s=0.5$, (C) $s=0.82$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
$s \approx 0.33$, and as $s$ increases, this bifurcation produces equilibria at lower voltages than that of the original equilibrium.

More details about the fast subsystem dynamics are presented in Fig. 7 for three different values of $s$. When $s=0.25$ (panel a), corresponding to its nadir during a burst, the single equilibrium is unstable and is surrounded by a stable limit cycle. This reflects continuous spiking that occurs when $s$ is held frozen at this low value. When $s=0.82$ (panel c ), corresponding to its peak during a burst, the high-voltage unstable equilibrium persists, but the limit cycle is now gone. There are now a low-voltage globally stable equilibrium and an intermediate-voltage saddle point. Thus, if $s=0.82$, the fast subsystem will converge to a steady state at a low voltage. At a value of $s$ between these two extremes, $s=0.5$, the system has two stable structures: a stable limit cycle reflecting continuous spiking and a stable equilibrium reflecting quiescence at a low-voltage or hyperpolarized state (panel b). The curve that separates the basins of attraction of the two stable structures, called the separatrix, is provided by the stable manifold of the saddle point (cyan curve), which is locally tangent to the saddle point's stable eigenvector. The basin of attraction of the limit cycle lies inside this separatrix, while the basin of attraction of the stable equilibrium lies outside the separatrix.

Bursting can be understood in terms of the interplay between the fast subsystem phase plane and the slow subsystem dynamics. At the beginning of the active phase, the slow variable $s$ is small, so there is a single stable structure, a limit cycle, in the fast subsystem (as in Fig. 7A). The resulting sustained spiking of ( $V, n$ ) increases the mean value of $V$, which in turn causes $s$ to increase, governed by the slow subsystem Eq. (4). For a range of $s$ values, the system is bistable (as in Fig. 7B), but the system keeps spiking since the trajectory is in the basin of attraction of the limit cycle for each $s$. As $s$ continues to increase, the limit cycle expands, and it is eventually annihilated through a fast subsystem homoclinic bifurcation at a critical value of $s$ for which the limit cycle connects with the saddle point. For $s$ above this value, the trajectory is attracted to the only attractor of the fast subsystem, namely the stable equilibrium. Once it reaches a neighborhood of this attractor, the slow subsystem dynamics takes over as in the relaxation oscillation case and the silent phase begins. Since $V$ is now hyperpolarized, the slow subsystem dynamics causes $s$ to decline, taking the fast subsystem back through the interval of bistability (as in Fig. 7B). Unlike during the active phase, however, the trajectory is


Fig. 8. Fast-slow analysis of bursting. (A) A bifurcation diagram of the fast subsystem with $s$ treated as a bifurcation parameter. Solid curves represent stable stationary solutions, while dashed curves represent unstable stationary solutions. The two thick curves represent the minimum and maximum values of $V$ for the periodic branch. $\mathrm{HB}=$ supercritical Hopf bifurcation, $\mathrm{SN}=$ saddle-node bifurcation, $\mathrm{HM}=$ homoclinic bifurcation. (B) The bursting trajectory projected into the $s-V$ plane. (C) Superposition of the fast subsystem bifurcation diagram (black), the $s$-nullcline (green), and the bursting trajectory (red). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
now in the basin of attraction of the equilibrium, so the trajectory remains at a hyperpolarized voltage. Eventually, as $s$ continues to fall, the stable node and the saddle point coalesce at the fast subsystem saddle-node bifurcation, and the trajectory is now attracted to the stable limit cycle (as in Fig. 7A), restarting the active phase. The fact that the fast subsystem can be either spiking or silent for the same values of $s$, due to fast-subsystem bistability, is reflected in the bursting shown in Fig. 5; during the rising phase of $s$ the system is spiking, while during the falling phase it is silent.

### 3.3. Bursting viewed through bifurcation analysis

The fast subsystem analysis can be summarized with a bifurcation diagram, in which $s$ is used as a bifurcation parameter, as illustrated in the projection to the $(s, V)$ plane shown in Fig. 8A. For $s$ near 0 there is a branch of stable equilibria at elevated voltages. A supercritical Hopf bifurcation (HB) occurs near $s=0.15$; there, the equilibrium branch is destabilized and a branch of stable periodic spiking solutions emerges. The unstable equilibrium branch continues past $s=1.2$ (the $s$ equilibrium function ranges from 0 to 1 , but when treating $s$ as a parameter we are free to make it as small or large as desired) and turns back to the left at a saddlenode bifurcation $\left(\mathrm{SN}_{2}\right)$. This is not the same as the saddle-node bifurcation discussed earlier, since it involves the coalescence of the high-voltage branch of unstable equilibria with a middle branch of saddle points. The middle equilibrium branch spans an interval of $s$-values from $\mathrm{SN}_{2}$ down to where it meets the low-voltage equilibrium branch at another saddle-node bifurcation, $\mathrm{SN}_{1}$, which is the bifurcation discussed earlier. The lower equilibrium branch is stable for all values of $s$ for which it exists. Together, these fast subsystem equilibrium branches form a Z-shaped curve, or Z-curve; recall that this is also called the critical manifold. Turning now to the periodic solutions, the periodic branch emanating from the HB opens to the right, and both the minimum and maximum voltage values of the oscillation are shown. This family of periodic orbits continues until its termination at a homoclinic bifurcation (HM), where the lower branch of the periodic curve connects with the middle branch of the stationary curve. A key feature of this bifur-
cation diagram is the interval of bistability that extends from $\mathrm{SN}_{1}$ to HM.

The middle panel of Fig. 8 shows the burst trajectory of the full system projected into the $(s, V)$-plane. Since the bursting is periodic the trajectory is a closed curve, and the spiking at the top of the trajectory reflects the oscillations on the fast timescale. When this trajectory is superimposed onto the fast subsystem bifurcation diagram (Fig. 8C), along with the s-nullcline, the basis of the multiscale oscillation can be deduced. During the active phase the system follows the periodic branch of the Z-curve to the right, on the slow timescale, until the branch ends at the HM bifurcation. From here the trajectory moves down almost vertically, reflecting the fast subsystem dynamics. The trajectory is now attracted to the bottom stationary branch, within a neighborhood of which the slow subsystem dynamics takes over. Since the trajectory has crossed the $s$-nullcline, the slow motion is now leftward. This drift continues until the bottom equilibrium branch ends at the $\mathrm{SN}_{1}$ bifurcation, after which the trajectory moves almost vertically upward to the periodic spiking branch, governed by the fast subsystem, which restarts the cycle. An important note is that during the active phase, the fast subsystem attractor is the family of stable periodic orbits. These orbits do not satisfy $d V / d t=d n / d t=0$, and hence, according to what we have introduced so far, the slow subsystem is not well-defined. Mathematically, this issue is handled by averaging, such that not $V$ itself, but rather its average over a periodic orbit, appears in the s-equation in the slow subsystem. We refer the reader to [4,16,38,81,94], for example, for details.

What do we learn from this fast-slow analysis of bursting? There are actually several important observations that can be made that would not be so easily deduced without such an analysis. First, since the branch of fast subsystem periodic orbits terminates at a homoclinic bifurcation, where period approaches infinity, we expect the spike frequency to decline near the end of the active phase of bursting. Although not evident from the voltage time course shown in Fig. 5A, this is in fact what happens. Another observation that comes from the fast-slow analysis is that it should be possible to reset the bursting from active to silent, or silent to active, with a brief perturbation. This is because the fast subsystem is bistable, so an appropriate perturbation can move the system from one basin of attraction to the other. Furthermore, if the system is reset from silent to active phase, then the resulting active phase should be shorter than its normal duration (and similarly for an active-to-silent reset, resulting in a short silent phase).

While these observations involve the structure of the fast subsystem bifurcation diagram, other observations involve the $s$ nullcline as well. Any intersection of this nullcline with an equilibrium branch of the fast subsystem is an equilibrium of the full system. If the intersection occurs on the lower branch of the Zcurve, then the equilibrium will be stable, so the full system will not burst but will instead be at a hyperpolarized equilibrium. If the intersection occurs on the stable portion of the upper branch of the Z-curve, then the equilibrium will again be stable, but now the system will be at a depolarized equilibrium. This is referred to as depolarization block and is typical of many excitable systems with excessive stimulatory input. If the intersection occurs on the middle branch between $\mathrm{SN}_{1}$ and HM , as in Fig. 8C, then the fullsystem equilibrium is unstable and bursting will occur. Finally, if the nullcline intersects the Z-curve middle branch above the HM, cutting through the periodic branch, then in the limit $\tau_{s} \rightarrow \infty$, the full system will spike continuously. Away from this limit the system may either spike continuously or burst, depending on the value of $\tau_{s}$ and on how close the intersection is to the HM [7]. The $s$-nullcline can be adjusted by changing either $v_{s}$ or $s_{s}$; increasing $v_{s}$ translates the nullcline upward, while increasing $s_{s}$ changes the slope of the nullcline so that it is less like a step function.

Adjusting either parameter can convert bursting to continuous spiking or to a steady state.

### 3.4. Phantom bursting: The advantage of two slow variables

The bursting described thus far relies on two things: bistability in the fast subsystem and the appropriate intersection of the slow nullcline with the Z-curve. Both of these restrictions, which limit the region of parameter space for which bursting occurs, arise due to the fact that there is a single slow variable. If a second slow variable is introduced into the system, both restrictions are removed and bursting can become more robust. This effect was first demonstrated in the case of bursting in neuron R15 of Aplysia [63]. The bursting produced here has low spike frequency at both the beginning and the end of the active phase, so the frequency profile is shaped like a parabola. Rinzel explained this parabolic bursting using fast-slow analysis [83] with a published model, the Plant model, that contained two slow variables [76]; it can also occur with a simpler phase model, with just one fast variable that evolves on a circle, as long as two slow variables are present [4]. If one constructs a fast subsystem bifurcation diagram using one of the slow variables, say $s_{1}$, as a bifurcation parameter, then there is no region of bistability. Instead, the periodic branch terminates at the $\mathrm{SN}_{1}$ bifurcation, in what is known as a Saddle Node on Invariant Circle (or SNIC) bifurcation, making it impossible for bursting to occur if there were only a single slow variable. However, if, as in the Plant model, there is a second slow variable $s_{2}$ that slowly shifts the fast subsystem bifurcation back and forth as it varies, then bursting is possible. Indeed, there are fast subsystem SNIC bifurcations along a whole curve in ( $s_{1}, s_{2}$ )-parameter space. Furthermore, since the bursting trajectory now intersects this curve, and hence passes near a fast subsystem homoclinic orbit, at both the beginning and the end of the active phase, the bursting will be parabolic.

We focus now on a more recent example, in which fastsubsystem bistability is present, but the slow nullcline intersects the Z-curve in a way such that bursting would not occur if there were not a second slow variable [8]. We use the 4-dimensional system that we refer to as the "phantom bursting model":
$\frac{d V}{d t}=-\left(I_{C a}+I_{K d r}+I_{K s 1}+I_{K s 2}+I_{L}\right) / C_{m}$
$\frac{d n}{d t}=\frac{n_{\infty}(V)-n}{\tau_{n}(V)}$
$\frac{d s_{1}}{d t}=\frac{s_{1 \infty(V)}-s_{1}}{\tau_{s 1}}$
$\frac{d s_{2}}{d t}=\frac{s_{2 \infty(V)}-s_{2}}{\tau_{s 2}}$.
This system is very similar to the s-model, but there are some changes. The slow variable $s$ has been renamed $s_{1}$ and the time constant $\tau_{s 1}$ reduced to make it faster. Also, the slope parameter $s_{s 1}$ has been increased from 0.5 mV (see Table 1) to 10 mV . A second slow variable $s_{2}$ has been introduced with a time constant that is much greater than $\tau_{s 1}$. This is the activation variable for a $\mathrm{K}^{+}$ current, called $I_{s 2}$, that replaces the constant-conductance $\mathrm{K}^{+}$current ( $I_{\text {KATP }}$ ) used in the s-model. Parameter values are shown in Table 3.

Fig. 9A shows the bursting produced by this model. When the second slow variable, $s_{2}$, is clamped at its average value at $\mathrm{t}=50 \mathrm{~s}$ the bursting abruptly terminates and the system becomes silent. Had $s_{2}$ been clamped during the burst active phase then the system would have entered a continuous spiking state instead. In either case, bursting is prohibited when $s_{2}$ is not allowed to oscillate. This lack of bursting arises in spite of the fact that the oscillations

Table 3
Parameters for the phantom bursting model (14)-(17), from [8].

| $g_{C a}=280 \mathrm{pS}$ | $g_{L}=25 \mathrm{pS}$ | $g_{\text {Kdr }}=1300 \mathrm{pS}$ |
| :--- | :--- | :--- |
| $g_{s 1}=20 \mathrm{pS}$ | $g_{s 2}=32 \mathrm{pS}$ | $C_{m}=4524 \mathrm{fF}$ |
| $V_{K}=-80 \mathrm{mV}$ | $V_{C a}=100 \mathrm{mV}$ | $V_{L}=-40 \mathrm{mV}$ |
| $v_{m}=-22 \mathrm{mV}$ | $v_{n}=-9 \mathrm{mV}$ | $v_{s 1}=-40 \mathrm{mV}$ |
| $v_{s 2}=-42 \mathrm{mV}$ | $s_{m}=7.5 \mathrm{mV}$ | $s_{n}=10 \mathrm{mV}$ |
| $s_{s 1}=10 \mathrm{mV}$ | $s_{s 2}=0.4 \mathrm{mV}$ | $\bar{\tau}_{n}=8 \mathrm{~ms}$ |



Fig. 9. Bursting produced by the model with two fast and two slow variables. (A) Bursting is terminated when the second slow variable is clamped at its mean value ( $s_{2}=0.45$ ) at time $t=50 \mathrm{~s}$. (B) The oscillation profiles of the two slow variables are quite different, due to their different time constants. Variable $s_{1}$ changes more rapidly than does $s_{2}$. (C) Projection of the burst trajectory in the $s_{1}-V$ plane.


Fig. 10. The fast subsystem bifurcation diagram and superimposed slow $s_{1}$ nullcline for the model with two fast and two slow variables. In this diagram $s_{2}=0.45$, but when $s_{2}$ is allowed to vary it shifts the fast subsystem bifurcation diagram leftward as it increases, as indicated with the arrow.
in $s_{2}$ are rather small, as shown in Fig. 9B. In fact, the $s_{1}$ oscillations are much larger, since $s_{1}$ changes much faster than $s_{2}$.

Using the fast-slow perspective that was presented for the smodel, we view the burst trajectory by projecting it into the $s_{1}-V$ plane (Fig. 9C). Although there are similarities to the burst trajectory with the s-model, there are also major differences. Most significantly, $s_{1}$ does not increase monotonically during the active phase, but instead the trajectory turns around near the end of the active phase as $s_{1}$ declines, causing an overlap in the projection. This can be understood by again looking at the fast subsystem bifurcation diagram (Fig. 10), which is actually a snapshot at $s_{2}=$ 0.45 , with the superimposed $s_{1}$ nullcline. Because the nullcline is less steep than in the s-model, it now crosses the Z-curve at several locations. Most importantly, it intersects the bottom branch of stable equilibria and the periodic branch of stable spiking solutions. Thus, when $s_{2}$ is clamped, the full system will be bistable, with a stable hyperpolarized equilibrium and a stable continuous spiking solution, explaining what we observe in Fig. 9A when $s_{2}$ is clamped.

When $s_{2}$ is allowed to vary, however, its increases move the fast subsystem bifurcation diagram to the left and its de-
creases move the diagram to the right. Thus, during a silent phase when the trajectory is following the lower branch of the Z-curve, it reaches the point of intersection with the nullcline, where $d s_{1} / d t=d V / d t=d n / d t=0$, and must wait for $s_{2}$ to decline sufficiently so that $\mathrm{SN}_{1}$ passes the nullcline before escaping and making a fast jump to the active phase. After this transition, the trajectory moves rightward along the periodic branch until it converges to the continuous spiking state corresponding to the intersection of the $s_{1}$-nullcline with the family of periodic orbits. Then it must wait for $s_{2}$ to increase sufficiently so that the HM bifurcation moves past the intersection. Since the periodic branch moves along with the Z-curve, and the motion is to the left, the spiking trajectory will drift back leftward during the latter portion of the active phase, resulting in the overlap observed in Fig. 9C.

The bursting scenario described above has been called phantom bursting [8]. The name stems from the observation that the burst period can be quite different from the time constants of the two slow variables, so if one wishes to determine the identity of the slow process driving bursting by correlating the burst period to the time constant of any slow variable, the identification will be inconclusive. Indeed, the bursting is driven by a combination of the two slow variables, and the contribution made by each will vary depending on both fast- and slow-subsystem parameters [112]. Importantly, because phantom bursting does not require that the slow nullcline intersect the fast subsystem bifurcation diagram in any restrictive way, the parameter range in which phantom bursting can be generated is much larger than that for bursting driven by a single slow variable.

### 3.5. What biologists can get from fast-slow analysis

While fast-slow analysis may seem relatively abstract, it can actually be quite useful in understanding biological systems, particularly when analysis of the model is done in conjunction with experimental studies. One example is the study of developing neural networks in the spinal cord, where all synaptic coupling is excitatory. One might expect this network to be very active, given the purely positive interactions among neurons. Instead, the network is mostly silent, with occasional episodes of activity [71]. A modeling study proposed that the network bursting activity is due to synaptic depression, so when the cells spike together the strength of the coupling between them slowly weakens due to depression. A mean field model was designed that could be analyzed in the phase plane, and it exhibited relaxation oscillations. It was then simple to demonstrate that electrical perturbations applied during the silent phase of the network burst could elicit a premature episode of activity, and that the duration of the premature episode should be longer when the stimulus is applied later in the silent phase [98]. This can be understood from Fig. 2. When the trajectory is moving along the bottom branch ("off" phase), if $V$ is perturbed upward across the middle branch, then it will be attracted to the top branch ("on" phase) and move rightward until the upper knee is reached. This is the premature activity episode. This prediction was tested in the laboratory on embryonic spinal cords and shown to be valid. In addition to this prediction, the model predicted that, in the presence of noise, there should be a positive correlation between the duration of the preceding inter-episode duration and the episode duration, but not between the episode duration and the following inter-episode duration. This model prediction was also validated experimentally [98]. So this example illustrates how the development of a simple model and fast-slow analysis of the model can be important in interpreting experimental data and in designing new experiments.

Another example of the utility of fast-slow analysis to biologists involves the effects of glucose on the bursting pattern of pancreatic $\beta$-cells. At a low glucose concentration, the $\beta$-cells are typ-
ically silent. At higher glucose levels they begin to burst, and as the glucose level is increased the duty cycle (active phase duration divided by the total oscillation period) increases [70], increasing the amount of insulin secreted. The very first model for $\beta$-cell electrical activity was able to account for this, assuming that the ATP generated by metabolism of internalized glucose increases the activity of $\mathrm{Ca}^{2+}$ pumps in the plasma membrane of the cell [22]. The extra pumping activity slows down the accumulation of $\mathrm{Ca}^{2+}$ that occurs during a burst active phase, and speeds up the removal of intracellular $\mathrm{Ca}^{2+}$ during the silent phase. Thus, at higher glucose levels the active phases get longer and the silent phases get shorter, increasing the duty cycle. This was later elegantly explained using fast-slow analysis of the model [78] and the explanation can be understood from Fig. 8. The glucose can be thought of as translating the $s$-nullcline upward in this figure. With low glucose it intersects the bottom branch of the Z-curve, so that the system has a stable low-voltage equilibrium. As glucose is increased the intersection rises until it occurs on the middle branch of the Z-curve. In this case the equilibrium is unstable and bursting commences. The speed at which the trajectory travels along the lower branch of the Z-curve depends on the horizontal distance of the trajectory from the s-nullcline; shorter distances typically mean that the trajectory travels more slowly. When the nullcline and Zcurve intersect near the lower knee the trajectory typically travels slowly along the lower branch (long silent phase) and more rapidly along the spiking branch (short active phase), yielding a low duty cycle. At higher glucose, the nullcline is translated upward so that the trajectory travels more rapidly along the lower branch (shorter silent phase) and more slowly along the top branch (longer active phase), so that the duty cycle is greater. With sufficiently high levels of glucose the nullcline intersects the spiking branch and the model cell spikes continuously, just as the $\beta$-cell does.

## 4. Robust canard phenomena in non-planar systems

We have seen that in planar fast-slow systems, the switch from quiescent, steady-state behavior to relaxation oscillations via a Hopf bifurcation involves an abrupt transition, over an exponentially small interval of parameter values, through a family of canard solutions that pass along a structure that is repelling for the fast subsystem. Since three-dimensional fast-slow systems can also exhibit transitions from quiescence to relaxation oscillations via Hopf bifurcations, it is natural to expect a similar phenomenon in this setting. Interestingly, the higher-dimensional phase space introduces additional rotations not present in the planar case, giving rise to novel solution classes called mixed-mode oscillations and torus canards, and also provides a significant increase in robustness of canard-related phenomena.

### 4.1. Mixed-mode oscillations

We first give a general description of the structures that underlie mixed-mode oscillations and the systems that can be used to study them. We aim to introduce enough notation to be precise and to equip readers to begin to study these phenomena in models of interest, while avoiding technicalities. In the next subsection, we proceed to illustrate these ideas with a particular example system.

To understand the phenomenon of mixed-mode oscillations in a minimal setting, we consider the following three-dimensional system, written in notation motivated by neuroscience models:
$\dot{v}=F(v, n, h)$,
$\dot{n}=\epsilon N(v, n)$,
$\dot{h}=\epsilon H(v, h)$,
where the parameter $\epsilon$ is very small, $0<\epsilon \ll 1$, and we suppress reference to all other parameter values. For system (18)-(20), the fast and slow subsystems are 1- and 2-dimensional, respectively. The critical manifold is given by
$S=\{(v, n, h): F(v, n, h)=0\}$,
which generally is a 2-dimensional surface, parameterized by the slow variables $n$ and $h$.

To connect with the examples considered in the planar case and with the typical situation for many biological models exhibiting a switch from excitability to relaxation oscillations, let us suppose that $S$ is a cubic 2 -dimensional surface consisting of 3 planar sheets, $S=S^{-} \cup S^{0} \cup S^{+}$, connected pairwise at curves, $L^{-}$and $L^{+}$. Let us also assume that $S$ can be expressed as a graph of a function $n=n(v, h)$ with $F(v, n(v, h), h)=0$. We can linearize the fast subsystem at any point $\mathbf{p} \in S$ to determine its stability with respect to the fast dynamics; since the fast subsystem is 1-d, linearization amounts simply to computing $F_{v}(\mathbf{p})$. Assume that the outer sheets $S^{ \pm}$have $F_{v}<0$ and hence consist of stable fast subsystem equilibria, while $S^{0}$ has $F_{v}>0$ corresponding to instability. This simple stability analysis becomes inconclusive when $F_{v}=0$, which is the condition for a fold bifurcation for the fast subsystem that we have already seen in the planar case and that holds along $L^{ \pm}$.

To continue to generalize from the planar case, suppose that as a particular system parameter is varied, a critical point $\mathbf{p}^{*}$ of the full system (18)-(20) moves from $S^{-}$, where it is stable, to $S^{0}$, where, far enough away from $L^{-}$, it is unstable. While $\mathbf{p}^{*}$ is on the stable sheet $S^{-}$, with the structure we have described and some additional standard assumptions to ensure a global return, system (18)-(20) has excitable dynamics with the unstable middle sheet $S^{0}$ acting as a threshold: a perturbation large enough to push a trajectory from a neighborhood of $\mathbf{p}^{*}$ across $S_{0}$ towards $S^{+}$will yield a transient excursion in phase space followed by a return to the critical point $\mathbf{p}^{*}$. But what happens when $\mathbf{p}^{*}$ crosses through the fold $L^{-}$into $S^{0}$ ? In the planar case, a canard explosion occurred, so we can expect something interesting in the dynamics of system (18)-(20) as well. With three variables, however, some additional processing and notation, which we shall introduce shortly, are required to describe the situation.

In what we have presented so far about fast-slow analysis, we would try to understand the flow along the critical manifold $S$ by considering the slow subsystem (19) and (20) with $v$ slaved to $(n$, $h$ ) by the requirement $F=0$. Unfortunately, as we have seen previously, this slaving can break down at the folds $L^{ \pm}$, whereas we are interested in dynamics that extends across the folds. Because $n$ is a function of ( $v, h$ ) along $S$, however, we can consider the dynamics of $(v, h)$ on $S$ instead of the dynamics of $(n, h)$, which has the advantage that it does not require switching between different sheets if a trajectory crosses a fold. To take this approach in a way that represents dynamics on $S$, we first implicitly differentiate $F(v, n, h)=0$ and continue to use $\dot{x}$ to denote $d x / d t$ to obtain
$F_{v} \dot{v}+F_{n} \dot{n}+F_{h} \dot{h}=0$.
In Eq. (21), $\dot{n}$ and $\dot{h}$ are both $\mathcal{O}(\epsilon)$, due to equations (19) and (20). Thus, in our second step, we introduce a slow time $\tau=\epsilon t$, use $x^{\prime}$ to denote $d x / d \tau$, and combine (21) with Eq. (20) to write

$$
\begin{align*}
-F_{v} v^{\prime} & =F_{n} N+F_{h} H, \\
h^{\prime} & =H . \tag{22}
\end{align*}
$$

System (22) is singular in the sense that $F_{v}=0$ at the folds, corresponding to the possible switch to fast dynamics, which means that there is no derivative term in the $v$ equation there. To allow us to study trajectories that do not necessarily exhibit fast jumps as soon as they approach the folds, we take the third and final step of rescaling time by dividing $\tau$ by $-F_{v}$, which is called desingularization. Applying this step to system (22) and reverting
back to $\dot{x}$ to denote differentiation by the resulting time variable, with apologies for the abuse of notation, yields the desingularized reduced system
$\dot{v}=F_{n} N+F_{h} H$,
$\dot{h}=-F_{v} H$.
It is important to note that $F_{v}$, which is 0 on the folds $L^{ \pm}$, has the opposite sign on the outer sheets $S^{ \pm}$of $S$ from what is has on the middle sheet $S^{0}$. We continue to assume, without loss of generality, that $F_{v}<0$ on $S^{ \pm}$and $F_{v}>0$ on $S^{0}$. Then trajectories of (22) and (23) have the same orientation on $S^{ \pm}$but orientations are reversed for (23), relative to (22), on $S^{0}$.

System (23) has critical points where
$F_{n} N+F_{h} H=0$,
$F_{v} H=0$
both hold. If $F_{n} \neq 0 \neq F_{h}$, then these conditions can be met two different ways, which we denote as follows:

- (CP) $H=N=0$, or
- (FS) $F_{v}=F_{n} N+F_{h} H=0$.

If (CP) holds, then since we are only considering points on $S$, which is defined by $F=0$, solutions correspond to critical points of the original full system (18)-(20) as well as of the reduced system (22). If (FS) holds but not (CP), then the fold condition $F_{v}=0$ is met, which restricts us to $L^{ \pm}$, but we do not have $H=N=0$ and hence we do not have a true critical point. Points that satisfy (FS) but not (CP) are called folded singularities, while both (FS) and (CP) are satisfied where a true critical point hits a fold $L^{ \pm}$.

Now, we can return to considering trajectories that travel along $S$ and reach the fold $L^{-}$at a point $x \in L^{-}$for parameter values such that $\mathbf{p}^{*} \in S^{0}$. If the normal switching condition
$\left.\left(F_{n} N+F_{h} N\right)\right|_{x \in L^{-}} \neq 0$
is satisfied, then $x$ is called a jump point and the trajectory will undergo a fast jump away from $L^{-}$. A periodic trajectory that reaches both $L^{-}$and $L^{+}$at jump points will be a standard relaxation oscillation. On the other hand, if the normal switching condition fails, then (FS) holds and the trajectory reaches the fold at a folded singularity.

This description leads to (at least) two questions: (1) What type of dynamics results when a trajectory encounters a folded singularity, and (2) How can this scenario be robust in 3 dimensions, where a folded singularity is generically an isolated point on a 1-d fold curve? To address the first question, note that as far as system (23) is concerned, a folded singularity $x$ is a critical point. As such, we can linearize system (23) about $x$ and classify it as a node, saddle, or spiral, just as with any other critical point; we call these points folded nodes, folded saddles, and folded spirals, respectively. Suppose that $x$ is a folded node with real eigenvalues $\lambda_{s}<\lambda_{w}<0$ and corresponding strong and weak eigenvectors $\nu_{s}$ and $v_{w}$, respectively. There is then a unique trajectory $\gamma_{s}(t)$ in $S^{-}$ of (23) that converges to $x$ tangent to $v_{s}$. Other than $\gamma_{s}(t)$, trajectories that asymptotically approach $x$ along $S^{-}$do so tangent to $v_{w}$. Thus, in the scenario that we have been discussing, if there is a folded node $x \in L^{-}$, then there exists a singular funnel on $S^{-}$, bounded on one side by $\gamma_{s}(t)$ and on the other by the fold itself, which contains a branch of the weak eigenvector $v_{w}$. Trajectories that start in the singular funnel are, as the name would suggest, funneled into the folded node.

Under the desingularized reduced flow of (23), trajectories are attracted to a folded node on $L^{-}$from regions in both $S^{-}$and $S^{0}$. But as noted earlier, the flow of the reduced system (22), which represents the original system dynamics, is reversed on $S^{0}$ relative
to the flow of (23). Hence, under (22), trajectories approach $x$ from $S^{-}$but are repelled from $x$ on $S^{0}$. This switch allows trajectories to pass from $S^{-}$to $S^{0}$ near $x$ for $\epsilon>0$ sufficiently small; that is, the folded node allows canard dynamics to occur! In light of this observation, $\gamma_{s}(t)$ is called the singular strong canard. Furthermore, it can be shown that in the set-up that we have described, for $0<$ $\epsilon \ll 1$, the singular funnel perturbs to an open set of initial conditions from which corresponding trajectories pass from a neighborhood of $S^{-}$to a neighborhood of $S^{0}$ before exhibiting a large amplitude fast excursion away from the fold, as long as the relevant trajectory of (23) meets the fold transversally [14,113]. Given that the linearization of the fast subsystem along the critical manifold sheets $S^{-}, S^{0}$ off of $L^{-}$yields nonzero eigenvalues (as we have assumed), these sheets perturb to nearby invariant manifolds [39], say $S^{-, \epsilon}, S^{0, \epsilon}$, for $0<\epsilon \ll 1$. Interestingly, detailed analysis shows that $S^{-, \epsilon}, S^{0, \epsilon}$ develop rotations near $L^{-}$; true canards occur at intersections of $S^{-, \epsilon}, S^{0, \epsilon}$, and they and nearby trajectories not only travel along $S^{0, \epsilon}$ but also inherit small amplitude oscillations in the vicinity of $L^{-}$from the rotational structure of $S^{-, \epsilon}$ and $S^{0, \epsilon}$ [113].

Mixed-mode oscillations (MMOs) are solutions consisting of alternating phases of small and large amplitude oscillations. The canard dynamics that we have described can naturally give rise to MMOs, with the small oscillations occurring in the vicinity of the fold, as long as the global dynamics brings trajectories that depart from the funnel back into the funnel. Under additional global conditions, periodic MMOs may occur. Note that the funneling process favors existence and stability of such solutions; as long as there is a global mechanism to return trajectories that depart from $x$ back to the singular funnel in the singular limit dynamics, then they will end up funneled back to $x$, and stable periodic MMOs will result for $0<\epsilon \ll 1$ [14]. The funnel structure also provides an answer to question (2), about robustness, as it yields, for fixed parameter values, an entire region of initial conditions that generate canard dynamics, which result in MMOs if the relevant conditions are met; moreover, the folded node together with the funnel represent a structure that naturally persists over significant intervals of parameter values. Finally, as far as the generality of this form of dynamics, it should also be noted that this same scenario applies in systems including more than one fast variable [114]. In that case, the core of the dynamics near the fold is still represented by a 3 -dimensional system with one fast and two slow variables.

### 4.2. Mixed-mode oscillations in the Hodgkin-Huxley equations

Mixed-model oscillations are not typically associated with the classical exploration of firing in the squid giant axon by Hodgkin and Huxley that provided the fundamental mathematical framework in which a whole galaxy of neuronal models have been constructed [47]. Surprisingly, many years after the model's original formulation, a form of mixed-mode oscillations was reported in the Hodgkin-Huxley ( HH ) equations, with slowed ionic time constants corresponding, for example, to low temperature dynamics [32]. It was subsequently established that these MMOs truly fit the two-slow-variable canard-induced MMO framework, and a more complete characterization of the effects of particular time constants on these solutions was provided [87,88]. While a range of other HH-type neuronal models support MMOs without lowtemperature adjustments (see [29], Table 5), we take advantage of the thorough exploration and relative low-dimensionality of the HH equations and use that system to illustrate MMOs here.

Taking a quasi-steady state approximation for the fastest activation variable in the model, which turns out to be a center manifold reduction [87], and nondimensionalizing yield the following threedimensional HH system:


Fig. 11. The surface $\left\{v^{\prime}=0\right\}$ for the HH system (26) with $I=9.6$, oriented to emphasize that $n$ can be treated as a function $n(v, h)$ as given by (27). Solid arrows indicate attracting sheets of the surface, $S^{ \pm}$, while dashed arrows indicate folds $L^{ \pm}$.

$$
\begin{align*}
\epsilon v^{\prime} & =\left[I-m_{\infty}^{3}(v) h\left(v-E_{N a}\right)-g_{K} n^{4}\left(v-E_{K}\right)-g_{L}\left(v-E_{L}\right)\right], \\
h^{\prime} & =\left(h_{\infty}(v)-h\right) /\left(\tau_{h} t_{h}(v)\right), \\
n^{\prime} & =\left(n_{\infty}(v)-n\right) /\left(\tau_{n} t_{n}(v)\right), \tag{26}
\end{align*}
$$

where $\epsilon=C_{m} / 120 \ll 1$ for membrane constant $C_{m}$, where $\tau_{h}=$ $\tau_{n}=1$ in the classical case (omitting units here and simply assuming that appropriate units have been chosen to render system (26) dimensionless), where the functions in the model are given by
$\alpha_{m}(v)=\frac{(100 v+40) / 10}{1-\exp (-(100 v+40) / 10)}$,
$\beta_{m}(v)=4 \exp (-(100 v+65) / 18)$,
$\alpha_{h}(v)=0.07 \exp (-(100 v+65) / 20)$,
$\beta_{h}(v)=1 /(1+\exp (-(100 v+65) / 20))$,
$\alpha_{n}(v)=\frac{(100 v+55) / 100}{1-\exp (-(100 v+55) / 10)}$,
$\beta_{n}(v)=0.125 \exp (-(100 v+65) / 80)$,
with $\quad x_{\infty}(v)=\alpha_{x}(v) /\left(\alpha_{x}(v)+\beta_{x}(v)\right)$ for $\quad x \in\{m, h, n\}$, $t_{h}(v)=1 /\left(\alpha_{h}(v)+\beta_{h}(v)\right), t_{n}(v)=1 /\left(\alpha_{n}(v)+\beta_{n}(v)\right)$, and where $g_{K}=0.3, g_{L}=0.0025, E_{N a}=0.5, E_{K}=-0.77, E_{L}=-0.544$ with $\quad I$, $C_{m}$ specified in figure captions below.

The fast subsystem in system (26) consists of the $v$-equation alone, while the $h, n$ equations form the slow subsystem. MMOs, if they exist, should therefore follow an attracting branch of the critical manifold $\left\{v^{\prime}=0\right\}$ up to a fold containing a folded node singularity. We can express $v^{\prime}=0$ as
$n=\left[\frac{I-m_{\infty}^{3}(v) h\left(v-E_{N a}\right)-g_{L}\left(v-E_{L}\right)}{g_{K}\left(v-E_{K}\right)}\right]^{1 / 4}$,
which is indeed a cubic-shaped surface with attracting inner and outer branches, a repelling middle branch, and folds joining the repelling branch to each of the attracting ones (Fig. 11). Sure enough, for appropriate choices of $I, \epsilon, \tau_{h}, \tau_{n}$, with at least one of $\tau_{h}, \tau_{n}>$ 1, a folded node singularity and MMOs exist. The MMOs consist of repeated cycles comprising a slow passage along the low-voltage (hyperpolarized) attracting branch of $\left\{v^{\prime}=0\right\}$, small-amplitude oscillations in the vicinity of the lower fold near the folded node, a fast jump away from the fold, and then one or more global excursions, composed of a slow passage along the high-voltage attracting branch of $\left\{v^{\prime}=0\right\}$ and a fast jump back to the low-voltage branch. Each such excursion may land in the funnel of the folded node, completing an MMO cycle, or may miss the funnel, in which case at least one more global excursion is needed; for sustained MMOs to occur, some global excursion must eventually culminate


Fig. 12. Time courses of MMOs for the HH Eq. (26) with $\tau_{h}=3, \tau_{n}=1, C=0.84$. MMO patterns for different parameter values include different numbers of small oscillations and global excursions per cycle. (A) MMOs for $I=7.9$ with one global excursion per cycle. (B) MMOs for $I=8.4$ with one global excursion per cycle. (C) MMOs for $I=8.9$ with two global excursions per cycle. (D) MMOs for $I=9.3$ with three global excursions per cycle.
with the entry of the trajectory into the funnel. Time courses of example MMOs appear in Fig. 12. Some involve one global excursion per cycle, others include more. For some of these examples, the small oscillations in the full ( $v, h, n$ )-phase space are visualized in Fig. 13.

### 4.3. Torus canards

As a final example of dynamics arising specifically in multipletimescale systems, we consider a more complicated form of canards known as torus canards. Recall from our presentation of bursting that the bursting solutions considered could be represented as the composition of a silent phase, with slow drift along a lower branch of the critical manifold (Z-curve), a fast jump away from that branch at a fast subsystem fold bifurcation, an active phase combining oscillations on the fast timescale with slow drift on the slow timescale, and a fast jump back to the lower branch at a fast subsystem homoclinic bifurcation where the fast oscillations end. This form of dynamics was enabled in a system with 2 fast variables and 1 slow variable by the fact that the nullcline of the slow variable intersected the Z-curve at an appropriate point on its middle branch. If that intersection point occurred on the lower branch of the Z-curve, on the other hand, then the intersection point was a stable rest or quiescent equilibrium state for the full system, while if the intersection was higher up the branch, then sustained stable, periodic oscillations, corresponding to tonic spiking, could result.

Just as we encountered canards in the transition from lower to middle branch equilibria in a planar system, as well as in the transition of an equilibrium from $S^{-}$to $S^{0}$ in the non-planar case, we can expect canard solutions in the transition from stable rest to bursting. And also as in those cases, these canard solutions should be characterized by passage near a fold from an attracting to a repelling structure for a fast subsystem, which would arise at parameter values near where the intersection of the slow nullcline and the Z-curve lies at the fold. These would be standard canards, arising on an exponentially small parameter interval, similar to the scenario observed in the planar case; the second fast variable does not qualitatively alter this canard explosion.

Torus canards, on the other hand, may occur, under the right circumstances, at the transition between bursting and tonic spiking. The new feature with torus canards is that the folded structure across which they pass is not a simple fold or saddle-node bifurcation for the fast subsystem, but rather a saddle-node of periodic orbits (SNPO) bifurcation. That is, suppose that the family of fast subsystem periodic orbits in the bursting scenario terminates in an SNPO instead of a homoclinic, as occurs in some biological models $[9,15,28,54]$. At the SNPO, a stable family of fast subsystem periodic orbits, call it $\mathcal{P}$, comes together with an unstable family, which in turn, in the bursting scenario, terminates in a homoclinic bifurcation on the middle branch of the Z-curve. A bursting trajectory that is following $\mathcal{P}$ will typically jump down to the silent phase from a neighborhood of the SNPO. Near the transition to tonic spiking, however, a canard mechanism may allow the trajectory to travel beyond the SNPO and track the unstable


Fig. 13. Phase space views of MMOs for the HH Eq. (26) with $\tau_{h}=3, \tau_{n}=1, C=0.84$. (A) Full MMO solution for $I=7.9$ (cf. Fig. 12A). (B) Zoomed view shows trajectories entering the singular funnel (from the right) and engaging in small-amplitude oscillations before exiting the neighborhood of the fold of $\left\{v^{\prime}=0\right\}$ (to the left) for $I=7.9$ (cf. Fig. 12A). (C) Zoomed view with $I=8.4$ (cf. Fig. 12B). (D) Zoomed view with $I=8.9$. Note that some trajectories come in from the right and leave again without engaging in any small-amplitude oscillations. These orbits are not in the singular funnel and correspond to the first in a pair of successive global excursions, which occurs between periods of small-amplitude oscillations for this value of $I$ (cf. Fig. 12C).
periodic orbits before jumping down. That is, the passage near the SNPO plays the role of the passage near the fold that occurs with standard canards, while the resulting excursion along the unstable family of periodics is analogous to the excursion along a repelling structure such as $S^{0}$ in the standard case.

Although torus canards have been found in some 3-dimensional neuron models [ 15,28 ], we present a nice example provided by a 5-dimensional model for a Purkinje cell in the cerebellum (proposed as a reduction of a model with over 6000 variables [54]). We present the model in the form given in [15], namely

$$
\begin{align*}
C \dot{V} & =-J-I_{L}-I_{C a H}-I_{N a F}-I_{K D R}-I_{M}, \\
\dot{m} & =\alpha_{i}\left(1-m_{i}\right)-\beta_{i} m_{i}, \\
h_{N a F} & =\alpha_{N a F}\left(1-h_{N a F}\right)-\beta_{N a F} h_{N a F} \tag{28}
\end{align*}
$$

for each $i \in\{C a H, K D R, K M\}$. In system (28), $V$ denotes voltage and the terms on the right-hand-side of the voltage equation represent an externally applied current $J$, a leak current $I_{L}=g_{L}\left(V-V_{L}\right)$, a high-threshold non-inactivating calcium current $I_{C a H}=g_{C a H} m_{\text {CaH }}^{2}\left(V-V_{C a H}\right)$, a fast inactivating sodium current $I_{N a F}=g_{N a F} m_{N a F, \infty}^{3} h_{N a F}\left(V-V_{N a F}\right)$, a delayed rectifier potassium current $I_{K D R}=g_{K D R} m_{K D R}^{4}\left(V-V_{K D R}\right)$, and an M-type (muscarinic) potassium current $I_{M}=g_{K M} m_{K M}\left(V-V_{K M}\right)$. We follow previous work and treat $m_{K M}$ as the single slow variable in the model [15].

The rate functions take the forms

$$
\begin{align*}
\alpha_{C a H} & =1.6 /\left(1+e^{-0.0072(V-5.0)}\right) \\
\beta_{C a H} & =0.02(V+8.9) /\left(-1+e^{0.2(V+8.9)}\right), \\
\alpha_{\text {NaF }} & =\alpha_{n, N a F} / \alpha_{d, N a F}, \quad \alpha_{n, N a F}=1.0 /\left(1+e^{(V+59.4) / 10.7}\right), \\
\alpha_{d, N a F} & =0.15+1.15 /\left(1+e^{(V+33.5) / 15}\right), \\
\beta_{\text {NaF }} & =\left(1-\alpha_{n, \mathrm{NaF}}\right) / \alpha_{d, N a F}, \\
\alpha_{K D R} & =\alpha_{n, K D R} / \alpha_{d, K D R}, \quad \alpha_{n, K D R}=1.0 /\left(1+e^{-(V+29.5) / 10}\right), \\
\alpha_{d, K D R} & =0.25+4.35 e^{-|V+10.0| / 10.0}, \\
\beta_{K D R} & =\left(1-\alpha_{n, K D R}\right) / \alpha_{d, K D R}, \\
\alpha_{K M} & =0.02 /\left(1+e^{-0.2(V+20.0)}\right), \\
\beta_{K M} & =0.01 e^{-(V+43.0) / 18.0} . \tag{29}
\end{align*}
$$

The function $m_{\text {NaF, } \infty}$ is given by
$m_{\text {NaF, }, \infty}=1.0 /\left(1+e^{-0.1(V+34.5)}\right)$,
while remaining parameter values are listed in Table 4 [15].
Model (28) and (29) generates tonic spiking for $J=-34.0 \mathrm{nA}$ and below (Fig. 14A). As noted with our previous discussion of bursting, the tonic spiking solution corresponds to a stable periodic orbit for which the leftward and rightward drift of the slow variable $m_{K M}$ are balanced, which yields pinning to a very small part of the stable periodic orbit family in the fast subsystem bifurcation diagram (Fig. 15A).

Table 4
Parameters for the reduced Purkinje cell model (28) and (29) [91].

| channel | reversal potential (mV) | conductance $(\mu \mathrm{mho})$ |
| :--- | :--- | :--- |
| leak (L) | $V_{L}=70$ | $g_{L}=2$ |
| high-threshold calcium (CaH) | $V_{C a H}=125$ | $g_{C a H}=1$ |
| fast sodium (NaF) | $V_{\text {NaF }}=50$ | $g_{\text {NaF }}=125$ |
| delayed rectifier potassium (KDR) | $V_{K D R}=-95$ | $g_{K D R}=10$ |
| M-current (KM) | $V_{K M}=-95$ | $g_{K M}=0.75$ |



Fig. 14. Time courses in the transition from spiking through torus canards to bursting for model (28) and (29). Note the different horizontal timescales in different panels. (A) Periodic tonic spiking for $J=-34.0 \mathrm{nA}$. (B) Periodic amplitude-modulated tonic spiking corresponding to a headless torus canard for $J=-32.94 \mathrm{nA}$. (C) Amplitude-modulated bursting corresponding to a torus canard with a head for $J=-32.93828 \mathrm{nA}$. (D) Periodic bursting for $J=-30.0 \mathrm{nA}$.

As $J$ is increased, for example to -32.94 nA , the model exhibits amplitude-modulated spiking (Fig. 14B). In this regime, there are no silent phases, but a projection of the trajectory onto the fast subsystem bifurcation diagram in ( $m_{K M}, V$ )-space suggests that this solution is a torus canard, following a family of stable periodic orbits, crossing an SNPO, and then following a family of unstable periodic orbits before jumping back to the stable periodic branch on each cycle (Fig. 15B). This type of canard solution, with alternation between just two branches of a cubic structure, is sometimes referred to as a headless canard, or in this case, a headless torus canard.

Further increases in J yield torus canards with heads. These solutions also involve at least one passage from a stable to an unstable branch of fast subsystem periodic orbits, but in this case, a subsequent fast jump carries the trajectories back to a small neighborhood of the lower branch of fast subsystem equilibria on the critical manifold. Thus, each features a true silent phase and qualifies as a bursting solution. Fig. 14C shows a seemingly aperiodic torus canard pattern that features visibly amplitude-modulated spiking within each active phase, corresponding to multiple pas-
sages along each periodic orbit branch before the fast jump to the lower branch. Finding such a solution requires tuning $J$ very precisely; we used $J=-32.93828 \mathrm{nA}$, while a similar pattern was shown previously for $J=-32.93825 \mathrm{nA}$ [54]. For a much broader parameter range, we find periodic torus canards with heads that lack obvious spiking amplitude modulation in the active phase but that still include excursions along the unstable periodic orbit family (Fig. 15C).

Torus canards with heads last up to approximately $J=$ -31.2 nA , above which regular bursting, with a jump down at the SNPO, takes over (Figs. 14D,15 D). Of course, more sophisticated methods than direct simulations, starting with bifurcation studies of the full model, would be needed to pinpoint the exact $J$ values where transitions between solution types occur, and still more work would be needed to explain the mathematical details of the dynamic mechanisms involved.

As it stands now, however, mathematical theory that rigorously nails down the properties of torus canards is still far from complete. It appears that in the torus canard scenario, as a bifurcation parameter is varied starting from the tonic spiking regime,


Fig. 15. Projections of solution trajectories onto fast subsystem bifurcation diagrams for model (28) and (29). In all diagrams, the solid (dashed) blue curve is the critical manifold (Z-curve) of stable (unstable) fast subsystem critical points, the solid (dashed) red curves are the maximum and minimum voltages of families of stable (unstable) fast subsystem periodic orbits that meet in a SNPO bifurcation, the black curve is an attracting model trajectory, and the cyan curve is the slow ( $m_{K M}$ ) nullcline. Note the differences in axis scales across panels; in (B)-(D), we have zoomed in, but the same right knee (at large $m_{K M}$ ) and Hopf bifurcation (at large negative $m_{K M}$ ) structures are present. (A) Tonic spiking for $J=-34.0 \mathrm{nA}$. Arrows denote direction of change of $m_{K M}$ in each region, which is similar in other panels; spiking trajectory passes above and below the $m_{K M}$-nullcline. (B) Periodic amplitude-modulated tonic spiking corresponding to a headless torus canard for $J=-32.94 \mathrm{nA}$. When the trajectory reaches the SNPO, its net drift switches from right to left and it follows the branch of unstable periodics. (C) Periodic bursting corresponding to a torus canard with a head for $J=-32.92 \mathrm{nA}$ (note that this value is different from Fig. 14C). This solution features a similar change in drift to the headless canard but jumps down all the way to the lower branch of the Z-curve after it follows the unstable periodics. (D) Periodic bursting for $J=-30.0 \mathrm{nA}$, which lacks an excursion along the branch of unstable periodics. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
the full system undergoes a torus bifurcation, which gives rise to spiking solutions that exhibit amplitude modulation across successive spikes. This modulation is initially small but then rapidly (with respect to parameter variation) grows in a torus canard explosion, eventually yielding a transition to bursting. Within the torus canard explosion, there are torus canard solutions, which pass from the attracting to the repelling branch of the fast subsystem periodic orbit manifold, across the SNPO. Existing theoretical work on torus canards has proceeded by averaging the fast subsystem dynamics and applying various principles of canard theory to the resulting averaged systems [5,84]; these works also developed certain reduced or canonical models that seem to capture the key transitions observed numerically. A rigorous connection of canard theory within an averaged system to the torus canard dynamics seen in simulations in the corresponding full system has not yet been established, although relevant results may be imminent [109].

## 5. Discussion

In this article we illustrate some dynamical systems methods by which one can take advantage of well-separated timescales to analyze multi-timescale systems and thereby elucidate the dynamic mechanisms underlying the solutions that they generate. As we
have presented, a variety of such methods exist that apply once the classification of the timescales on which the dynamic components evolve has been established. These methods generally proceed by focusing on fast and slow dynamics sequentially, with an initial identification of fast subsystem attractors followed by an evaluation of how slow dynamics can sweep the system along or between these attractors. The consideration of slow dynamics, with faster variables slaved to the slow ones via some sort of rapid convergence to an equilibrium, is analogous to the quasi-steady state approach that commonly is applied in the analysis of biochemical reactions and other biological systems [11,12,43,90]. We have also seen some instances, such as with canards and mixed-mode oscillations, when the separation of timescales can break down along a trajectory, even though the fast and slow timescales in the underlying dynamical system appear to be well separated, and unexpected solution behaviors can result.

Of course, there are a range of other types of multiple-timescale dynamics and analysis that have appeared in the literature or are in need of future attention. For example, within the general area of bursting, an entire book was published about 10 years ago on topics that go beyond the fundamental bifurcation-based burst classifications [24], and many other examples have appeared since then. A few examples of related areas include bursting dynamics that
involve more than the usual two (active-to-silent and silent-toactive) fast subsystem bifurcations per cycle (e.g., [89]), burst dynamics in stochastic systems (e.g., [21,26,46,59,73,97]), analysis of the phase-dependence of how bursting systems respond to forcing (e.g., [18,27,92]), and map-based representations of bursting dynamics (reviewed in [49]). Fast-slow analysis along the lines of what we have presented has been used to analyze multi-stability of bursting solutions for fixed parameter values [17,19,20], while other authors have considered how bistability between bursting and spiking dynamics can arise (e.g., [93]).

While methods of fast-slow analysis have proven quite useful in a wide variety of analyses, the reality is that, when modeling a biological system in practice, it may not be evident how many timescales are needed to capture observed dynamics. Similarly, once a model has been constructed, with parameter values determined based on biological principles or parameter estimation methods, it may turn out that the timescales of some of the model variables are not so well separated, and in some cases it may not be clear how to partition the variables into timescale classes. In addressing such questions, it is useful to recognize the importance of nondimensionalization [60]. Naturally, the same timescale parameter can appear to be much larger or smaller depending on the units in which it is expressed. Nondimensionalization removes this arbitrariness, providing unitless parameter groupings and illuminating the effective timescales that are present. Nonetheless, even after this step, judgments will be needed about when differences in time constants truly represent distinct timescales. As a starting point, numerical experimentation can be used to check whether model dynamics changes qualitatively as time constants of certain variables are pushed apart, in which case these variables should probably be considered as evolving on the same timescale. Unfortunately, this process may be less precise than one would desire; however, if it can be complemented by an analysis (e.g., using the fast-slow techniques that we have surveyed) of the dynamic mechanisms involved in producing solution behavior and in changing it as parameters are varied, then a more definitive assessment of timescale separation can be made (e.g., [69]).

One interesting case arises when certain variables evolve on intermediate timescales, relative to the more extreme fast and slow timescales in a system. How one partitions the variables into subsystems will in general determine the type of information that can be extracted from the analysis. For example, in [107] a 4 -variable model for the electrical activity of a pituitary cell was analyzed using several different partitions of the variables. The traditional approach is to treat the slowest variable as "slow" and the remaining three variables as "fast", as we presented in our discussion of bursting dynamics. With this splitting one is able to study transitions between active and silent phases of a burst, but the mechanism for the spiking that occurs during a burst is not resolved, and neither is the boundary in parameter space between a spiking solution and a bursting solution. At the opposite extreme, one treats the fastest variable as "fast" and the remaining three as "slow". Now the dynamics of the full system are interpreted in terms of a folded critical manifold and canard orbits, which are the basis of the small spikes in the so-called pseudo-plateau bursting exhibited by pituitary cells. The limitation now is that the 3 -dimensional slow subsystem is hard to work with, and by treating 3 of the 4 variables as slow one is not taking advantage of timescale differences that could exist between these three variables. The best approach, as demonstrated in [107], is to partition the variables into 3 distinct timescales; one variable is "fast", two variables are "intermediate", and the slowest variable is "slow". Now the 3 -dimensional critical manifold of the 1 -fast/3-slow splitting becomes a 2-dimensional critical manifold, which is simpler to work with. Also, canards are retained, and form the basis for the small spikes that occur during a pseudo-plateau burst. Most importantly,
the 1 -fast/2-intermediate/1-slow splitting provides the resolution to analyze the spiking or bursting orbit during all phases of the trajectory. We anticipate that 3-timescale splittings will be a focus of theoretical and applied multi-timescale analyses in the near future, extending what has been done thus far [25,52,56,57,69,107].

If the 3 -timescale decomposition provides more information than a 2 -timescale splitting, why not partition into 4 distinct classes? In fact, the number of timescales that are necessary or useful for understanding system behavior depends on the system and on the features of the behavior in question. Direct inspection of time course data collected from a biological system, or model of that system, may be misleading in this regard. For example, the output of mammalian respiratory central pattern generator circuits can include patterns involving sequences of bursts of one type followed by a qualitatively different type of burst, such as sighing patterns in which a sequence of usual respiratory bursts is interrupted by a prolonged sigh-burst. These patterns seem like they should involve 3 -timescale dynamics comprising fast and slow components that produce the basic bursting rhythm along with a superslow component that gradually allows the system to progress to the point where it produces its altered output, such as the sigh. While 3 -timescale models can produce both patterns [36,53,72,99,100], careful analysis involving nondimensionalization, timescale decomposition, bifurcation analysis, and direct simulations shows that certain mixed bursting patterns of this type can be produced with just two timescales, while the sighing patterns truly do require 3 timescales, at least in these models [110,111]. In the 2-timescale case, no significant additional information is gained by a partition into 3 timescales. The good news is that the methods that we have surveyed, and related extensions, equip us with the tools to make these types of evaluations and thereby elucidate the mechanisms underlying multitimescale biological dynamics, explain transitions between different solution behaviors under variation of system parameters, and make informed predictions for subsequent biological testing.
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